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Path integral instanton method is a promising way to calculate the tunneling splitting of energies
for degenerated two state systems. In order to calculate the tunneling splitting, we need to take the
zero temperature limit, or the limit of infinite imaginary time duration. In the method developed
by Richardson and Althorpe [J. Chem. Phys. 134, 054109 (2011)], the limit is simply replaced by
the sufficiently long imaginary time. In the present study, we have developed a new formula of the
tunneling splitting based on the discretized path integrals to take the limit analytically. We have
applied our new formula to model systems, and found that this approach can significantly reduce the
computational cost and gain the numerical accuracy. We then developed the method combined with
the electronic structure calculations to obtain the accurate interatomic potential on the fly. We present
an application of our ab initio instanton method to the ammonia umbrella flip motion. © 2014 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4885437]

I. INTRODUCTION

The tunneling effect often plays an important role to de-
scribe molecular processes occurred in chemical and biolog-
ical systems1–3 as well as fundamental physical processes.4, 5

The experimental observable concerning the effect is the en-
ergy difference of nearly degenerate ground and first ex-
cited states of the system, which is called the tunneling split-
ting. The path integral Monte Carlo or molecular dynamics
method6–9 and the diffusion Monte Carlo method10–14 pro-
vide exact numerical approaches to calculate the tunneling
splitting. However, these methods usually need high compu-
tational cost because extensive sampling is required to ac-
curately estimate the tunneling splitting. On the other hand,
the path integral instanton approach has been developed as
a method for approximate path integral calculations, which
dramatically reduces the computational cost compared with
the exact numerical approaches,4, 5, 15–44 including the eval-
uation of the tunneling splitting.4, 5, 23–44 Instead of massive
samplings over whole possible paths, the instanton method is
formulated on the basis of the steepest descent approximation
regarding the associated partition function. In this approxima-
tion, classical paths connecting equilibrium states, which min-
imize an imaginary time action of the system considered, and
second order fluctuation orthogonal to each classical path are
incorporated to derive the expression of the tunneling split-
ting. In numerical applications, a classical path traveling once
from a minimum to another minimum, which is called sin-
gle kink path, must be calculated accurately. To obtain the
reliable single kink path, several variants on the least action
approach have been proposed.20, 21, 35–45 To describe the sin-

a)Authors to whom correspondence should be addressed. Electronic
addresses: kawatsu@fukui.kyoto-u.ac.jp and smiura@mail.kanazawa-
u.ac.jp.

gle kink path, the action is expressed using the discretized
imaginary time axis18–21, 39–45 as well as using the continuous
time axis.15–17, 22–38 In the present paper, we focus a method
using the discretized imaginary time approach developed by
Richardson and Althorpe, because their method is constructed
on the basis of the standard path integral molecular simula-
tion technology, which facilitates the reuse of existing com-
putational libraries on the path integrals.41, 42 Then, the single
kink path is computed by minimizing the potential energy of
isomorphic polymers with a proper boundary condition.41, 42

Using the instanton method with the discretized path in-
tegral approach, we have to take the zero temperature limit, or
the infinity limit of the imaginary time duration β¯ together
with vanishing limit of the imaginary time step �τ . In the
Richardson-Althorpe’s formula, these limits with respect to
β¯ and �τ are replaced to be large and small enough val-
ues, respectively. In our previous study, we have developed a
method to extend β¯ simply by adding the copies of the sys-
tem at each local state to both ends of the single kink path,
which results in the reduction of the computational cost.43 In
the present paper, we have extended our previous method to
take the limit of the infinite β¯ analytically.

In the path integral instanton method, the tunneling split-
ting is written as an exponential of a single kink action which
is very sensitive to the accuracy of the potential function. To
evaluate the tunneling splittings on the accurate potential en-
ergy surface, we have developed a method combining our ef-
ficient algorithm of the path integral instanton approach with
the ab initio molecular orbital theory. We applied our method
to tunneling splittings of ammonia umbrella flip motions. The
ammonia flips are well studied and the tunneling splittings
for these isotopomers have been measured experimentally.
The tunneling splitting for the ground state have been mea-
sured in microwave spectroscopies as 0.793 cm−1.46, 47 The

0021-9606/2014/141(2)/024101/14/$30.00 © 2014 AIP Publishing LLC141, 024101-1
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tunneling splittings are also calculated using various theo-
retical approaches.28, 34, 48–51 We have obtained quantitative
agreements to these measurements in our calculations.

This paper is organized as follows: In Sec. II A, we sum-
marize the formulation by Richardson and Althorpe. Then,
we derive the expression of the tunneling splitting for the in-
finite β¯ using a single kink path in a finite imaginary time
duration in Sec. II B. We tested our new formula to a one-
dimensional system in Sec. II C. The formula is extended to
general three-dimensional systems in Secs. III A and III B.
The computational results are presented in Sec. III C. Then,
we demonstrate our method combined with ab initio elec-
tronic structure calculations in Sec. IV. We conclude in
Sec. V.

II. PATH INTEGRAL FORMULATION
OF TUNNELING SPLITTINGS

A. Summary of Richardson-Althorpe’s theory

At the beginning, we summarize the formulation of the
tunneling splittings using the instanton approach by Richard-
son and Althorpe.41 In Sec. II, we consider one-dimensional
double-well systems for simplicity. Multi-dimensional exten-
sions will be discussed in later sections. In the standard ring-
polymer approach, a partition function of the one-dimensional
system at an inverse temperature β is written as18

Z(β) = Tr e−βĤ = lim
P→∞

(
P

2πβ¯2

) P
2
∫

· · ·
∫ (

P∏
s=1

dq(s)

)

× e−βW ({q(s)};β), (1)

where q(s) ≡ √
m × (position at an imaginary time slice s) is

the mass-scaled coordinate of a particle with mass m and P is
the number of imaginary time slices. In this expression, whole
imaginary time duration β¯ is discretized into P short time
steps with an equal step size �τ ≡ β¯ / P. An effective inter-
action W is written by

W
({

q(s)}; β
) =

P∑
s=1

1

2
ω2

P

(
q(s) − q(s+1))2 + 1

P

P∑
s=1

V
(
q(s)),

(2)
where ωP ≡ √

P/β¯ and V (q) is a potential energy of the
system considered, which is isomorphic with a classical ring
polymer of P interaction sites. In the instanton method, we
apply the steepest descent approximation to evaluate the mul-
tidimensional integral in Eq. (1). Then, the partition function
is approximated to be

Z(β)≈ Z̃(β)= lim
P→∞

(
P

2πβ¯2

) P
2 ∑

minima

√
2π¯

det G
e−βW ({q̃(s)};β),

(3)
where G is a second-derivative of W. The symbol {q̃(s)}
represents a set of coordinates of a minimum effective in-
teraction path connecting two classical equilibrium states.
Equation (3) includes contributions from the minimum en-
ergy paths and harmonic fluctuations along these paths. The
summation in Eq. (3) is taken over all minimum energy paths.
Here, we classify the minimum energy paths using the number

of transitions between two equilibrium states. We call a single
transition between equilibrium states a kink. In the instanton
method, the multiple kink paths are expressed by the single
kink path using a kink gas approximation. Using a partition
function Z̃0(β) corresponding to a non-tunneling system, the
partition function is analytically expressed to be

Z̃(β)

Z̃0(β)
= cosh(Pθ (β)), (4)

where θ (β) only includes a single kink contribution, which is
written as

θ (β) = β¯

P�

√
Skink

2π¯
e− Skink

¯ (5)

and

� =
√

det′ Jkink

det J0

, (6)

where Skink ≡ β¯W ({q̃(s)}; β) is a single kink action, and J0
and Jkink are second derivative of the zero and single kink
actions divided by �τ = β¯ / P, respectively. The symbol
det′ in Eq. (6) indicates a determinant without a zero eigen-
value mode associated with the translation of the kink in the
imaginary time; the mode yields the factor of

√
Skink/2π¯ in

Eq. (5). On the other hand, the partition function of degener-
ated two-state systems is exactly written using the tunneling
splitting �ε as

lim
β→∞

Z(β)

Z0(β)
= cosh

(
β�ε

2

)
. (7)

Comparing Eq. (4) with Eq. (7), we reach the expression of
the tunneling splitting as

�ε ≈ lim
β→∞,P→∞

2
P

β
θ (β). (8)

We rename P → ∞ limit to �τ → 0 for later convenience.
The final expression of the tunneling splitting is written by

�ε ≈ lim
β→∞,�τ→0

2¯

�

√
Skink

2π¯
e−Skink/¯. (9)

To numerically evaluate the tunneling splitting using Eq. (9),
we adopt a finite β that is large enough, and �τ = β¯/P is
short enough. We also need to find a single kink path connect-
ing two equilibrium states. We introduce an open chain poly-
mer consisting of M + 1 interaction sites, or time slices ac-
cording to the procedure by Richardson and Althorpe. Then,
the single kink path is obtained by minimizing the effective
interaction of the open chain polymer W by the following re-
lation:

∂W
(
q(0), . . . , q(M); β

)
∂q(s)

= 0, (s = 1, 2, . . . ,M − 1)

(10)
with the boundary conditions where the configurations at the
end time slices, q(0) and q(M), are fixed at the equilibrium
states, respectively. Here, the number of time slices M does
not need to equal with P, actually, M must be determined by
the condition that a β is large enough and a �τ = β¯/M is
small enough to accurately describe a single transition path.
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In the present paper, we extend the formula of Eqs. (6) and
(9) to analytically take an infinity limit of β.

B. Fluctuation determinant for one-dimensional
system in the infinite β

At the beginning of this subsection, we would like to
point out two important features of the single kink path for
the following discussions. First, when β is long enough to
form a kink in the imaginary time, the local structure around
the kink does not change even if β is lengthened further.43

Second, we consider the situation that each end of the path,
which consists of L − 1 imaginary time slices, stays in each
minimum of the potential energy. Namely, if we have an iso-
morphic polymer longer than L − 1 in this situation with a
given �τ , the rest of imaginary time slices at each end of the
polymer stay in the minimum q(0) and q(M).43 We consider an
operation to decompose such long isomorphic polymer with a
length β¯ = �τ (2L0 + L − 1) into a part of L − 1 imaginary
time slices with a single kink and L0 copies of imaginary time
slices in each local minimum at these ends of the path. Using
V (q(0)) = V (q(M)) = 0, it is trivial that Skink is independent of
the size of L0. Therefore, only � factor depends on β value

in Eq. (9) for this operation. Thus, we focus on the � factor,
Eq. (6), to develop our method. The � factor is defined using
Jkink and J0. According to the above observations, each matrix
could be decomposed into submatrices related with a part of
L − 1 time slices and with two parts of L0 time slices. The
point is that after the above decomposition, making β longer
is only related with the number L0. In the following, we de-
velop a rational decomposition of Jkink and J0 to efficiently
take the infinite β limit.

First, we consider Jkink that is a Hessian matrix of the
Skink/�τ evaluated along the single kink path. Here, we in-
troduce a notation regarding a matrix X; hereafter, we write
an element of the matrix X as X[x, y], where x and y indi-
cate row and column in X, respectively. Because configura-
tions at 0th and Mth imaginary time slices are fixed at the
equilibrium structures, Jkink is a (M − 1) × (M − 1) matrix.
The M − 1 time slices are classified into three parts; first L0
time slices associated with an equilibrium state, the following
L − 1 time slices with the kink, and L0 time slices with an-
other equilibrium state; M − 1 = 2L0 + L − 1. We denote
the second derivatives at the first and last equilibrium states
to be h0 and hL, respectively. Then, the elements Jkink[i, j] are
written as

Jkink[i, j ] =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

a0 ≡ h0 + 2c (i = j, 1 ≤ i ≤ L0)

am ≡ hm + 2c (m = i − L0, i = j, L0 + 1 ≤ i ≤ L0 + L − 1)

aL ≡ hL + 2c (i = j, L0 + L ≤ i ≤ 2L0 + L − 1)

−c (i = j ± 1)

0 (others)

, (11)

where indices i and j run from 1 to M − 1 and a constant
c ≡ �τ−2. The symbol hm denotes the second derivative of
the system at an imaginary time defined above. We have de-
fined a0, am, and aL to make expressions compact. Since we
are considering a symmetric transition system that two local
states have the same second derivative, a0 = aL whose value
is positive, because h0 is for the equilibrium state and c > 0.

We next rewrite the matrix Jkink without changing the
value of the determinant as follows. We apply the method
of Gaussian elimination to Jkink to delete lower off-diagonal
components of first L0 − 1 and last L0 − 1 columns. Adding
(mth line × its diagonal element × c) to (m + 1)th line, and
repeating the operation from m = 1 to L0 − 1, then, lower
off-diagonal elements of first L0 − 1 columns vanish. Sim-
ilarly, adding (mth column × its diagonal element × c) to
(m − 1)th column, and repeating the operation from m = M
− 1 to M − L0 − 1, then, lower off-diagonal elements of last
L0 − 1 columns are also removed. Upper off-diagonal ele-
ments can be deleted as well. Then, the determinant of Jkink
can be written as

det Jkink =

∣∣∣∣∣∣∣
B̄ O O

O J ′
kink O

O O B

∣∣∣∣∣∣∣ , (12)

where (L + 1) × (L + 1) matrix J ′
kink is defined by

J ′
kink[k, l] ≡

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

bL0
(k = l, k = 0 or L)

ak (k = l, 0 < k < L)

−c (k = l ± 1)

0 (others)

, (13)

where indices k and l run from 0 to L. B̄ and B are
(L0 − 1) × (L0 − 1) diagonal matrices, and these diagonal
elements are B̄[m,m] ≡ bm and B[m,m] ≡ bL0−m, respec-
tively. The symbol O indicates a zero matrix. The process of
the Gaussian elimination yields the following recurrence re-
lation of bm:

bm = h0 + 2c − c2 1

bm−1

. (14)

The solution of the above recurrence relation is described in
Appendix A. The solution Eq. (A6) in the case of h0 	= 0 with
the initial value b1 = h0 + 2c is written as

bm = α+ − α−Dm

1 − Dm
, (15)
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where α± are defined as

α± ≡ 1

2

(
h0 + 2c ±

√
(h0)2 + 4ch0

)
, (16)

and D ≡ α−/α+. Because D is always smaller than 1,

b∞ = α+. (17)

It is worthwhile to note that Eq. (17) does not depend on the
initial value of the recurrence relation, b1. Since B̄ and B are
diagonal matrices as stated above, the determinant of Jkink,
Eq. (12), can be expressed as

det Jkink = det J ′
kink

L0−1∏
m=1

(bm)2. (18)

On the other hand, we apply similar operations to det J0 asso-
ciated with the non-tunneling system. The elements of origi-
nal (M − 1) × (M − 1) matrix J0 are written by

J0[i, j ] =

⎧⎪⎨⎪⎩
a0 (i = j )

−c (i = j ± 1)

0 (others)

. (19)

Then, we obtain analytical form of det J0 as

det J0 =
M−1∏
m=1

bm. (20)

However, instead of Eq. (20), we here employ similar form to
Eq. (18) to express det J0:

det J0 = det J ′
0

L0−1∏
m=1

(bm)2 (21)

and

J ′
0[k, l] ≡

⎧⎪⎪⎪⎨⎪⎪⎪⎩
bL0

(k = l, k = 0 or L)

a0 (k = l, 0 < k < L)

−c (k = l ± 1)

0 (others)

. (22)

Dividing Eq. (18) by Eq. (21), we obtain the following
relation:

det Jkink

det J0

= det J ′
kink

det J ′
0

. (23)

Equation (23) indicates that the ratio of the determinants
det Jkink and det J0 can be expressed using determinants of
smaller (L + 1) × (L + 1) matrices, det J ′

kink and det J ′
0, and

the eigenvalues of B̄ and B are totally canceled out. Then, we
consider the limit of β → ∞. This limit corresponds to L0
→ ∞. Since this operation only affects the matrix element
bL0

, the expression at L0 → ∞ limit of Eqs. (13) and (22)
is given by the following replacement: bL0

→ b∞. Namely,
we obtain our equation for infinite-size full-path matrices,
Jkink and J0, using finite-size local-path matrices, J ′′

kink and J ′′
0 .

Then, the infinite β limit of Eq. (23) is written by

lim
β→∞

det Jkink

det J0

= det J ′′
kink

det J ′′
0

, (24)

where local path matrices are defined to be

J ′′
kink[k, l] ≡ lim

L0→∞
J ′

kink[k, l]

=
{

b∞ (k = l, k = 0 or L)

J ′
kink[k, l] (others)

(25)

and

J ′′
0 [k, l] ≡ lim

L0→∞
J ′

0[k, l]=
{

b∞ (k = l, k = 0 or L)

J ′
0[k, l] (others)

,

(26)
where b∞ is given in Eq. (17). As in the Richardson-Althorpe
method, a zero eigenvalue mode related with the translation
of the kink in the imaginary time is handled separately, see
Eq. (6). New formula of the � factor in the infinite β is written
as

lim
β→∞

� =
(

det′J ′′
kink

det J ′′
0

) 1
2

. (27)

Our formula can simply be obtained by replacing two ele-
ments a0 and aL in Eq. (6) by b∞. However, the resulting
formula is the expression at the infinite β limit for Eq. (9).
The numerical application of Eq. (27) is demonstrated in
Subsection II C.

C. Numerical application to a one-dimensional system

In this subsection, we present an application of our new
formula to a one-dimensional system based on Eq. (27).
To obtain the single kink path, we have used a discretized
path integral expression of a propagator from an equilib-
rium state to another equilibrium state to clarify the order
of discretization error and facilitate the use of higher or-
der formula. Using the second-order Suzuki-Trotter formula
e−Ĥ�τ = e−V̂ �τ/2e−T̂ �τ e−V̂ �τ/2 + O(�τ 3),52 the propagator
from −q0 to q0 is written as

〈−q0|e−βĤ |q0〉 =
∫

· · ·
∫ (

M−1∏
s=1

dq(s)

)
e−βW ({q(s)};β), (28)

and the effective interaction W is re-defined as

W
({

q(s)
}
; β

) ≡
M−1∑
s=0

1

2
ω2

M

(
q(s) − q(s+1)

)2

+ 1

M

(
M−1∑
s=1

V
(
q(s)

)+ 1

2

(
V

(
q(0)

)+V
(
q(M)

)))
,

(29)

where the coordinates q(0) = −q0 and q(M) = q0 are fixed at
two degenerated local states, respectively. The effective inter-
action W corresponds to the system of a linear polymer con-
sisting of M + 1 interaction sites whose ends are fixed at −q0
and q0.

Here, instead of β, we use a parameter βL ≡ L�τ / ¯ to
specify the imaginary time duration for Eq. (28). In our com-
putational studies, we used L-BFGS subroutine53, 54 for op-
timizing the isomorphic open polymer to find the stationary
path, and LAPACKE library for the diagonalization of ma-
trices. In the course of the calculations, we have optimized
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whole polymer coordinates including q(0) and q(M) to find the
single kink path, instead of Eq. (10), according to the proce-
dure described in Ref. 41.

We adopted the following potential function as a one-
dimensional double well system:

V (x) = V0

(
x2

x2
0

− 1

)2

. (30)

The equilibrium states are located at x = ±x0, and the poten-
tial barrier is V0. In the present model, the parameters a0(=aL)
and b∞ are analytically evaluated by

a0 = 8V0

x2
0

+ 2c (31)

and

b∞ = 4V0

x2
0

+ c +
√

16V 2
0

x4
0

+ 8V0c

x2
0

, (32)

respectively. The new formula (27) is obtained by replacing
a0 in the � factor in the Richardson-Althorpe’s formula (9)
by b∞.

Figure 1 shows computational results of the tunneling
splitting �ε for various βL with fixed �τ = 0.1, together
with results of the Richardson-Althorpe’s formula. To com-
pare our results with Richardson-Althorpe’s calculations, we
adopted the same parameter, V0 = 1.0 and x0 = 5.0, of their
paper.41 We show the results for βL¯ ranging from 22 to 60 in
Fig. 1. In Fig. 1, we find an improvement of the numerical re-
sult in the time region around βL¯= 25–40. Actually, our new
method can obtain the same quality of the result by 40 imag-
inary time slices using only 25 time slices. It is worth noting
that generally the computational cost of the potential and Hes-
sian calculations of isomorphic polymer is proportional to the
number of time slices. It is noted that these differences are
smaller than significant figures presented in Ref. 41. When
the βL¯ value is larger than 60, two methods give the same
converged result, which means that bL0

numerically equals
b∞, see Eqs. (13) and (25). In fact, bm converges very fast re-
garding m, see Eq. (15) and D ≈ 0.88. Since, in the present
study, the discretized path integral expression is constructed

by the second order Suzuki-Trotter formula, our formula may
depend on �τ as follows:

�ε(�τ ) ≈ �ε(0) + C�τ 2, (33)

where �τ is small enough and C is a constant. It is com-
mented that our new formula guarantees that for any �τ com-
puted values of the tunneling splitting has no βL dependent
unless βL is too short to describe the single kink path. We
then computed tunneling splittings using various small �τ

and applied a least square fitting to numerical results. Then,
the final result for tunneling splitting is obtained as y-intercept
of the fitted curve. We show the computed results of tunnel-
ing splitting and the fitted curve in Fig 1. The final value of
the tunneling splitting is obtained to be 3.861 × 10−4, which
agrees well with the Richardson-Althorpe’s result.

III. EXTENSION TO MULTIPLE DIMENSIONS

In Sec. II, we have introduced a formula to express �

factor at β → ∞ limit using finite size matrices. In this sec-
tion, we extend the formula to handle molecular systems in
three-dimensional Cartesian space.

A. Fluctuation determinant for molecular systems
in the infinite β

We first reformulate Eq. (27) for molecular systems in
three-dimensional Cartesian space. For such cases, an element
of matrix in Sec. II becomes a 3N × 3N matrix, where N is
the number of atoms in the system. To express our formula
for three-dimensional systems as similar to Sec. II, we write a
3NM × 3NM matrix X, where M is the number of associated
imaginary time slices, using 3N × 3N submatrices as follows.
The matrix X is divided into 3N × 3N matrices, each partial
matrix specified by a notation of X[x, y], where x and y indi-
cate the labels of corresponding imaginary time slices.

Partial matrices Jkink[i, j] of 3N(M − 1) × 3N(M − 1)
matrix Jkink are written by

FIG. 1. (a) Tunneling splitting �ε calculated by the Richardson-Althorpe’s form (finite β form) and by new form (infinite β form) in a one-dimensional system.
Curve is drawn as a guide to eye. (b) Tunneling splittings for various �τ for βL¯ = 60. A curve is obtained by a least square fitting of computed tunneling
splittings for the data �τ < 0.4.
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Jkink[i, j ] =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

A0 ≡ H0 + 2cI3N (i = j, 1 ≤ i ≤ L0)

Am ≡ Hm + 2cI3N (i = j, m = i − L0, L0 + 1 ≤ i ≤ L0 + L − 1)

AL ≡ HL + 2cI3N (i = j, L0 + L ≤ i ≤ 2L0 + L)

−cI3N (i = j ± 1)

O (others)

, (34)

where H0 and HL are the Hessian matrix of the molecular systems at corresponding equilibrium states, respectively, Hm is the
Hessian matrix of the systems at an imaginary time slice defined above, In is an n × n identity matrix, and O is zero matrix.
The notations for the numbers of imaginary time slices, M, L, and L0 are the same as in Sec. II. We consider an orthogonal
matrix U0 to diagonalize the Hessian H0. We write nth eigenvalue of H0 to be ηn

0 . The matrix U0 also diagonalizes the matrix A0
whose eigenvalue is ηn

0 + 2c. Similarly, the matrix UL and the related eigenvalue ηn
L are introduced. We next define the following

3N(M − 1) × 3N(M − 1) matrix U′ with partial matrix elements U′[i, j]:

U ′[i, j ] ≡

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
U0 (i = j, 1 ≤ i ≤ L0)

I3N (i = j, L0 + 1 ≤ i ≤ L0 + L − 1)

UL (i = j, L0 + L ≤ i ≤ 2L0 + L)

O (others)

. (35)

Because U′TU′ = I3N(M−1), we can rewrite the determinant of Jkink to be

det Jkink = det U ′T JkinkU
′. (36)

The Jkink similarity-transformed by U′ is written as

U ′T JkinkU
′[i, j ] =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

A′
0 ≡ UT

0 H0U0 + 2cI3N (i = j, 0 ≤ i ≤ L0 or L0 + L ≤ i ≤ 2L0 + L)

−cU0 (i = L0 + 1, j = L0)

−cUT
0 (i = L0, j = L0 + 1)

−cUT
L (i = L0 + L − 1, j = L0 + L)

−cUL (i = L0 + L, j = L0 + L − 1)

Jkink[i, j ] (others)

. (37)

We have assumed a symmetric transition system that means
A0 and AL have the same eigenvalues, namely, A′

0 = A′
L

in Eq. (37), and we have also used the following relations:
UT

0 U0 = UT
L UL = I3N . The parts related with equilibrium

states in U′TJkinkU′ have a tridiagonal-like band matrix struc-
ture. As in Sec. II, the Gaussian elimination method is applied
to diagonalize this part. The determinant can be written as fol-
lows:

det Jkink =

∣∣∣∣∣∣∣∣∣
B̄ O O

O U ′′T J ′
kinkU

′′ O

O O B

∣∣∣∣∣∣∣∣∣ , (38)

where 3N(L + 1) × 3N(L + 1) matrix J ′
kink is written by

J ′
kink[k, l] ≡

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

U0BL0
UT

0 (k = l = 0)

ULBL0
UT

L (k = l = L)

Ak (k = l, 0 < k < L)

−cI3N (k = l ± 1)

O (others)

, (39)

where indices k and l run from 0 to L; a matrix U′′ is a 3N(L
+ 1) × 3N(L + 1) square matrix defined by

U ′′[k, l] ≡

⎧⎪⎨⎪⎩
U0 (k = l = 0 or k = l = L)

I3N (k = l, 0 < k < L)

O (others)

. (40)

B̄ and B are 3NL0 × 3NL0 diagonal matrices, and these
diagonal partial matrices are B̄[m,m] ≡ Bm and B[m,m]
≡ BL0−m, respectively. Bm is a 3N × 3N diagonal matrix
whose diagonal nth element is denoted to be bn

m. As in Sec. II,
bn

m is found to obey the following recurrence relation regard-
ing subscript m:

bn
m = ηn

0 + 2c − c2 1

bn
m−1

(41)

with ηn
0 being the nth eigenvalue of the Hessian H0. The initial

value of the recurrence relation is given to be bn
1 = ηn

0 + 2c.
We have 3N independent recurrence relations according to the
index n. In the case of ηn

0 	= 0, a solution of Eq. (41) is the
following, see Eq. (A6):

bn
m = αn+ − αn−(Dn)m

1 − (Dn)m
, (42)
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where αn± are defined as

αn± ≡ 1

2

(
ηn

0 + 2c ±
√(

ηn
0

)2 + 4cηn
0

)
(43)

with Dn ≡ αn−/αn+. Because Dn is always smaller than 1,

bn∞ = αn+. (44)

In the case of ηn
0 = 0, nth eigenvalue of the Hessian H0 is

zero, a solution of Eq. (41) is obtained, see Eq. (A11), by

bn
m = c + c

m
. (45)

The second term in right hand side of Eq. (45) is found to be
inversely proportional to m. Because Eq. (42) exponentially
decays in m, the value of bn

m at ηn
0 = 0 converges much slower

than that at ηn
0 	= 0 in larger m. For m → ∞, Eq. (45) becomes

bn∞ = c. (46)

We find Eq. (44) is valid also in the case of ηn
0 = 0, in fact,

we can obtain Eq. (46) from Eq. (44) with ηn
0 = 0. We then

evaluate the determinant Eq. (38) to be

det Jkink = det J ′
kink det B̄ det B = det J ′

kink

L0−1∏
m=1

(det Bm)2.

(47)
We can apply similar operations to non-tunneling case det J0.
The elements of original 3N(M − 1) × 3N(M − 1) matrix J0
are given by

J0[i, j ] =

⎧⎪⎨⎪⎩
A0 (i = j )

−cI3N (i = j ± 1)

O (others)

. (48)

We define the following 3N(M − 1) × 3N(M − 1) matrix U:

U [i, j ] ≡
{

U0 (i = j )

O (others)
, (49)

where U0 is the orthogonal matrix to diagonalize H0 corre-
sponding to an equilibrium state. Using UTU = I3N(M−1), the
determinant of J0 is transformed into

det J0 = det UT J0U = det J ′
0

L0−1∏
m=1

(det Bm)2, (50)

where

J ′
0[k, l] ≡

⎧⎪⎪⎨⎪⎪⎩
BL0

(k = l, k = 0 or L)
A′

0 (k = l, 0 < k < L)
−cI3N (k = l ± 1)

O (others)

. (51)

Dividing Eq. (47) by Eq. (50), we obtain the following
relation:

det Jkink

det J0

= det J ′
kink

det J ′
0

. (52)

Equation (52) indicates that division of determinants for large
matrices can be expressed using determinants of smaller ma-
trices. Then, we obtain L0 → ∞ limit operating BL0

→ B∞
in Eqs. (39) and (51). The limit of L0 → ∞ corresponds to
β → ∞. Namely, we obtain the following equation for

infinite-size full-path matrices, Jkink and J0, with finite-size
local-path matrices, J ′′

kink and J ′′
0 :

lim
β→∞

det Jkink

det J0

= det J ′′
kink

det J ′′
0

, (53)

where local path matrices are defined by

J ′′
kink[k, l] ≡ lim

L0→∞
J ′

kink[k, l]=

⎧⎪⎨⎪⎩
U0B∞UT

0 (k = l = 0)

ULB∞UT
L (k = l = L)

J ′
kink[k, l] (others)

(54)
and

J ′′
0 [k, l]≡ lim

L0→∞
J ′

0[k, l]=
⎧⎨⎩ B∞ (k = l, k = 0 or L)

J ′
0[k, l] (others)

.

(55)
Elements of diagonal matrix B∞ are given in Eqs. (44) and
(46). As in the Sec. II, a zero eigenvalue mode related with
the translation of the kink in the imaginary time is handled
separately, see Eq. (6). New formula of � factor in the infinite
β is written as

lim
β→∞

� =
(

det′J ′′
kink

det J ′′
0

) 1
2

. (56)

Our new formula can be obtained by two elements A0
and AL in the Richardson-Althorpe’s formula being re-
placed by U0B∞UT

0 . Equation (56) corresponds to Eq. (27)
for one-dimensional case. For molecular systems in three-
dimensional Cartesian space, however, we must treat the fol-
lowing issues carefully for accurate calculations.

The J ′′
kink is 3N(L + 1) × 3N(L + 1) matrix correspond-

ing to the Hessian for the isomorphic open polymer consist-
ing of L + 1 time slices. The extended L0 equilibrium states
only affect the matrix elements associated with the boundary
between a pre-extended L − 1 time slices and extended L0
time slices. Then, the resulting Hessian J ′′

kink can mathemati-
cally be interpreted to be the Hessian of an isomorphic poly-
mer of L + 1 time slices with a free end boundary condition.
This is because B∞ has six degenerate eigenvalues of c as
shown in Eq. (46), then, J ′′

kink[0, 0] and J ′′
kink[L, L] defined in

Eq. (54) have associated six degenerate eigenvalues of c,
which is equivalent to a Hessian of a “free end” poly-
mer, while the corresponding eigenvalues of J ′′

kink[0, 0] and
J ′′

kink[L, L] must be 2c for the fixed end condition. These
six eigenvalues of c arise from translations and rotations of
a molecule in an equilibrium state. The free end boundary
condition of the isomorphic polymer produces six zero eigen-
value modes related with “translation” and “rotation” of the
whole polymer. The J ′′

0 is also in the same condition. The fac-
tors associated with these zero eigenvalue modes appeared in
both numerator and denominator of Eq. (56). In Sec. III B,
we derive the limiting expression of the ratio regarding the
vanishing eigenvalues at the infinite β.

It is worthwhile to note that the above free end boundary
condition always appears irrespective of the boundary con-
dition applied to the polymer of 2L0 + L − 1 time slices,
which is evident from Eqs. (44) and (46) for the case of
L0 → ∞.

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

133.28.51.83 On: Tue, 08 Jul 2014 23:32:54



024101-8 T. Kawatsu and S. Miura J. Chem. Phys. 141, 024101 (2014)

B. Zero eigenvalue modes for translations
and rotations

We first extract terms related with the zero eigenvalues
of translations and rotations of the isomorphic open poly-
mer from the fluctuation determinant factor � for the infi-
nite β in molecular systems. We denote orthonormal eigen-
vectors for these zero eigenvalues as νz

r (r = 1, 2, . . . 6) and
(z = 0 or kink) for J ′′

kink and J ′′
0 , respectively. The correspond-

ing 3N(L + 1) × 6 eigenvector matrix νz for z = 0 or kink
is defined to be νz ≡ (νz

1, ν
z
2, . . . , ν

z
6). Using these matrices,

Eq. (53) is rewritten as

det J ′′
kink

det J ′′
0

= d̃et J ′′
kink

d̃et J ′′
0

det νT
kinkJ

′′
kinkνkink

det νT
0 J ′′

0 ν0

, (57)

where d̃et indicates a determinant without zero eigenvalue
modes for translations and rotations. Here, we introduce uz

kr

that constitutes orthonormal vectors describing translations
and rotations of the system for a time slice k (0 ≤ k ≤ L),
the subscript r specifies the associated mode, r = 1, . . . , 6,
and z = 0 or kink. The size of the vector uz

kr is 3N(L + 1). A
procedure to generate a set of uz

kr is described in Appendix B.
We define the following matrix μz using uz

kr :

μz ≡ (
uz

01, u
z
02, . . . , u

z
06, u

z
11, . . . , u

z
kr , . . . , u

z
L6

)
. (58)

Then, we express a zero mode eigenvector matrix νz using μz
as

νz = μzũz. (59)

To clarify the meaning of ũz, we rewrite the relation
νT

z J ′′
z νz = O to be

νT
z J ′′

z νz = ũT
z jzũz = O, (60)

where jz ≡ μT
z J ′′

z μz, that is, a 6(L + 1) × 6(L + 1) ma-
trix. Then, the ũz is found to be an eigenvector matrix of
jz for translations and rotations. We denote the elements of
ũz as αz

kr ′r ≡ ũz[6k + r ′, r] for later use. Using this notation,
the eigenvector νz

r is written as νz
r = ∑L

k=0

∑6
r ′=1 αz

kr ′ru
z
kr ′ .

Because νT
z νz = I6 and μT

z μz = I6(L+1), ũT
z ũz = I6, namely,

(ũT
z ũz)[r, r] = ∑L

k=0

∑6
r ′=1 |αz

kr ′r |2 = 1. In the case of z = 0,
the factor

∑6
r ′=1 |α0

kr ′r |2 is equal for all imaginary time

slices k. Therefore, we obtain a relation of
∑6

r ′=1 |α0
kr ′r |2

= 1/(L + 1) for any k and r. Here, we define j ′
z ≡ μT

z J ′
zμz

that is a finite L0 version of jz = lim
L0→∞

μT
z J ′

zμz for the fol-

lowing formulation. In the case of z = 0, the elements of j′0 is
written as

j ′
0[k, l] =

⎧⎪⎪⎨⎪⎪⎩
xI6 (k = l, k = 0 or L)
2cI6 (k = l, 0 < k < L)
−cI6 (k = ±l)

0 (others)

, (61)

where lim
L0→∞

x = c, see Eq. (46). In this case, the elements of

ũz have a relation of
∑6

r ′=1 |α0
kr ′r |2 = 1/(L + 1) and then,

ũ0[k] =
(

1√
L + 1

)6

Ī6, (62)

where Ī6 indicates a 6 × 6 rotation matrix. Using Eqs. (61)
and (62), we obtain the following relation:

det νT
0 J ′′

0 ν0 = det ũT
0 j0ũ0 = lim

x→c
det ũT

0 j ′
0ũ0

= lim
x→c

(
2(x − c)

1

L + 1

)6

. (63)

On the other hand, in the case of z = kink, we can obtain
ũkink by numerically diagonalizing the matrix jkink. For the
following discussion, we consider j ′

kink for a given L. We fur-
ther assume the following relation without loss of generality:
A1 = A0 and AL−1 = AL; due to this assumption, the eigen-

vectors of jkink have relations of the elements
∑6

r ′=1 |αkink
0r ′r |2

= ∑6
r ′=1 |αkink

1r ′r |2 = ∑6
r ′=1 |αkink

Lr ′r |2 = ∑6
r ′=1 |αkink

L+1,r ′r |2. We

rewrite these elements as 1/(Lr + 1) ≡ ∑6
r ′=1 |αkink

0r ′r |2 to fa-

cilitate the formal similarity with
∑6

r ′=1 |α0
kr ′r |2 = 1/(L + 1).

The elements of j ′
kink become

j ′
kink[k, l] =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

xI6 (k = l, k = 0 or L)

2cI6 (k = l, k = 1 or L − 1)

−cI6 (k = ±l, k + l = 1 or 2L − 1)

O (other than tridiagonal)

various (others)

.

(64)
Using Eq. (64), the diagonal elements of ũT

kinkj
′
kinkũkink are

written as

ũT
kinkj

′
kinkũkink[r, r] = 2(x − c)

1

Lr + 1
+ �r. (65)

In the case of z = 0, the quantity �r is zero from Eqs. (61) and
(62). On the other hand, for z = kink, since �r is independent
of x and Eq. (65) is zero for limit of x → c, we immediately
obtain �r = 0. We then obtain

det νT
kinkJ

′′
kinkνkink = det ũT

kinkjkinkũkink

= lim
x→c

det ũT
kinkj

′
kinkũkink

= lim
x→c

6∏
r=1

2(x − c)
1

Lr + 1
. (66)

Substituting Eqs. (63) and (66) into Eq. (57), we reach the
following relation:

det J ′′
kink

det J ′′
0

= d̃et J ′′
kink

d̃et J ′′
0

6∏
r=1

L + 1

Lr + 1
. (67)

Finally, we obtain our new formula for the � factor as

lim
β→∞

� =
(

d̃et′ J ′′
kink

d̃et J ′′
0

6∏
r=1

L + 1

Lr + 1

) 1
2

, (68)

where the prime symbol in d̃et′ indicates a determinant with-
out a zero eigenvalue mode associated with the translation of
the kink in the imaginary time as in the previous discussion.
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C. Numerical application to HO2

1. Computational details

In this subsection, we present an application of our new
formula, Eq. (68), to a molecular system. We have adopted
a hydrogen transfer in HO2 molecule as a model system.
The system is described by a double many-body expan-
sion (DMBE) IV potential55 to compare our results with
previous study.41 As in Sec. II, we use the parameter βL
≡ L�τ / ¯ to specify the imaginary time duration for our cal-
culations. Then, we employed the following parameters, βL¯

= 5000 a.u. and L = 128. As in Sec. II, we used L-BFGS
subroutine53, 54 for optimizing the isomorphic open polymers
to find the stationary path, and LAPACKE library for the di-
agonalization of matrices; in the course of the calculations,
we have optimized whole polymer coordinates including q(0)

and q(M) to find the single kink path.
Here, we summarize a recipe to calculate Lr:

1. Create a μkink matrix for all translations and rotations
using the method described in Appendix B. Here, the
size of matrix becomes 3N(L+1) × 6(L+1).

2. Calculate jkink = μT
kinkJ

′′
kinkμkink.

3. Diagonalize jkink and obtain ũkink.

4. Calculate Lr from Lr + 1 = 1/
∑6

r ′=1 |αkink
0r ′r |2 for all r.

2. Evaluation of tunneling splitting

We first show the numerical tunneling splitting as a func-
tion of βL. The results obtained by our new formula (68)
are presented together with the results by the Richardson-
Althorpe’s formula in Fig. 2. Computational results for βL¯

= 5000, 10000, 15000, 20000, 40000, 60000, 80000, 120000,
and 160000 a.u. are shown with fixed �τ = (5000/128) a.u.
In the Richardson-Althorpe’s formula, which we call finite β

form, the value of the tunneling splitting clearly depends on
the value of β in the time range presented; the error of the
tunneling splitting slowly decreases with β. The slow decay
is caused by the polynomial decay of term in Eq. (45). On

FIG. 2. Tunneling splittings calculated by the Richardson-Althorpe’s form
(finite β form) and new form (infinite β form) for HO2 intra-molecular hy-
drogen transfer are plotted for various β¯. The computed results by the naive

infinite β form, which is defined by � =
√

d̃et′ J ′′
kink/d̃et J ′′

0 , are plotted for
comparison.

the other hand, we numerically confirmed that the new for-
mula, which we call infinite β form, is independent of βL and
the graph is found to be almost flat in the figure. The finite
β form, which is the Richardson-Althorpe’s formula, needs
about 4 times longer imaginary time duration to obtain the
converged value whose error is less than 1.0 × 10−11 cm−1.
In addition, we introduce an another approximate formula
where the factor associated with Lr in Eq. (67) is set to be
unity:

∏6
r=1 (L + 1/Lr + 1) = 1, which means that contribu-

tions from the zero eigenvalues are assumed to be identical
both for J ′′

kink and J ′′
0 . We call it a naive infinite β form. The

βL dependence of the tunneling splitting is found to be even
worse than the result by the finite β form. This indicates the
importance of the careful treatment of zero eigenvalues pre-
sented, for example, in Eq. (57).

Here, we examine βL dependence of∏6
r=1 (L + 1/Lr + 1) factor. We first define an index

lsum by

lsum ≡
6∑

r=1

lr , (69)

where lr ≡ L − Lr. The above factor is approximated, with
assumption |lr| � L + 1, as

6∏
r=1

L + 1

Lr + 1
= L + 1

L + 1 − lsum + O(lr lr ′/(L + 1))
≈ 1 + lsum

L
.

(70)
For a given L, the above factor is found to depend on only sin-
gle parameter lsum. In the results presented in Fig. 2, the value
of lsum is calculated to be about 3 for all βL, which indicates
lsum does not dependent on βL for a given �τ . Then, we ex-
amine �τ dependence of lsum; we plotted lsum using various
1/�τ , which is presented in Fig. 3. All computed results are
found to stay on a single line very well, and we obtain a con-
stant �τ lsum for any �τ presented in the figure. The value of
�τ lsum is calculated to be 117.7 a.u. in a least square fitting
calculation for this system. Then, Eq. (70) is written as

6∏
r=1

L + 1

Lr + 1
≈ 1 + lsum�τ

βL¯
. (71)

FIG. 3. The quantity lsum is plotted as a function of �τ . The line is obtained
by a least square fitting of presented data.
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FIG. 4. Computed tunneling splittings for HO2 hydrogen transfer as a func-
tion of �τ . Curve is obtained by a least square fitting for the data �τ

< 20.7 a.u.

Since the quantity �τ lsum has been found to be a constant,
the above factor converges on a limiting value by β−1

L ; this
is consistent with the slowly converging behavior observed
in Fig. 2 for the naive infinite β form. We have also found
that the Richardson-Althorpe’s finite β form has a slowly de-
caying term as shown in Eq. (45). The full infinite β form of
Eq. (68) is free from these slowly decaying behaviors, which
must be useful to reduce the number of imaginary time slices
in numerical calculations.

As in Sec. II C, we computed tunneling splittings for var-
ious �τ , which are plotted in Fig. 4, and the calculated val-
ues are fitted using Eq. (33). We show the results with βL¯

= 5000 a.u. and L = 128, 256, 384, 512, 768, 1024, 1537, and
2048 in Fig. 4. Where the �τ is small, all plots are found to
stay on a parabola of the fitted curve. The extrapolated value
is calculated to be �εtrue = 6.98 × 10−9 cm−1, which is in
good agreement with the Richardson-Althorpe’s result. It is
noted that we have used calculated tunneling splittings for �τ

≤ 20.7 for the least square fitting with Eq. (33); these calcu-
lated values are selected so as to be in the range of 1% error
compared with �εtrue.

3. On the numerical accuracy of Hessian matrix

In the above calculations, we have applied the follow-
ing Hessian purification technique to avoid the accumulation
of numerical errors due to repeated use of the same numer-
ical Hessian matrix for evaluating Eq. (9). Especially, when
the zero eigenvalue is numerically non-zero, the error signifi-
cantly affects the final computational result. Here, we present
a recipe to remedy the errors, which decouples the transla-
tions and rotations from computed Hessians.56 The purifica-
tion process is summarized as follows:

1. Diagonalize the Hessian H0 for an equilibrium state and
obtain its eigenvalues {ηn

0} and eigenvector matrix U0.
2. Replace eigenvalues concerning the translations and ro-

tations to exactly zero, and create a diagonal matrix H̄0
whose components are eigenvalues ηn

0 .
3. Calculate purified Hessian, H

purify
0 = U0H̄0U

T
0 .

FIG. 5. Tunneling splittings calculated by the Richardson-Althorpe’s form.
The symbol “x” indicates the results with the Hessian purification and the
symbol “+” without the Hessian purification. All the calculations have been
performed using the same �τ = 5000/128 a.u.

4. Repeat the same procedure for Hessian HL for the other
equilibrium state.

To demonstrate the importance of the Hessian purifi-
cation, we present the calculated tunneling splitting by the
Richardson-Althorpe’s formula with and without the purifica-
tion. As shown in Fig. 5, computed results show an artificial
turnover with β, which is caused by the accumulated numer-
ical errors, when the purification is not applied. The purifi-
cation is found to exclude the artifact; the computed value
approaches to a certain value when the β increases. We have
applied the Hessian purification to extra H0 when we extend
β by adding the local states to the ends of the isomorphic
polymer, and to all H0 in J0 to decrease computational errors,
because the same local state is repeated in whole polymer for
J0 calculation.

IV. COMBINATION WITH THE AB INITIO MOLECULAR
ORBITAL THEORY

A. Computational details

Here, we describe the details of our calculations com-
bined with the ab initio molecular orbital theory. We have
developed our original code for main part of the path integral
instanton calculations, which is written by C language. For
diagonalizing matrices, we use LAPACKE library.57 To
optimize the structure of isomorphic open chain polymer,
L-BFGS-B subroutine53, 54 is used. Electronic structure for
each time slice is determined by the ab initio molecular
orbital calculation. The electronic structure and associated
potential, forces, and Hessians are calculated by calling
GAMESS quantum chemical program58 on the fly where
output functions are modified for our purpose. The program
is parallelized by MPI protocol and each process calculates
energies, forces, or Hessian of single imaginary time slice
independently. The strategy could work in combination
with the parallelization of GAMESS program, although we
have not used it for the present calculation except program
tests, because the current system is too small for parallel
calculation in the quantum chemistry.
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Standalone quantum chemical calculations to discuss
molecular structures and the normal modes in Sec. IV B are
done using the normal GAMESS program.

B. Computational results

In this subsection, we apply several quantum chemical
methods for the interatomic force field to examine how the
difference of basis functions and electronic correlations af-
fects the computational results of tunneling splittings. We first
checked equilibrium structure of an ammonia molecule and
the reaction barrier of the umbrella flip motion using vari-
ous quantum chemical methods. We then applied our ab ini-
tio discretized path integral instanton method to the ammonia
molecule and calculated the tunneling splittings for the um-
brella flips.

1. Molecular structure of ammonia

For representing the structure of an ammonia molecule
using molecular orbital theory, the extended basis function
is required with enough number of polarization functions
for describing its lone-pair orbital. To obtain an accurate
potential barrier of the ammonia umbrella flips, electronic
correlation should also be included in the electronic Hamil-
tonian. Considering these requirements, we tested various
basis functions for restricted Hartree-Fock (RHF) theory59

with the second order Møller–Plesset perturbation theory
(MP2).60 We then selected three candidates of basis func-
tions, 6-311++G(3d3p),61–64 6-31++G(2d2p),62–66 and
ktzvpp (Karlsruhe valence triple zeta basis with a set of
double polarization bases).67, 68 The equilibrium structure
of the ammonia molecule is shown in Table I. In these
basis functions, the structure using 6-311++G(3d3p) shows
the best agreement with the experimental data, and the
6-31++G(2d2p) and ktzvpp, respectively, overestimates and
underestimates the N-H bond lengths and also H-N-H angles.
We also show the N-H bond length at a transition state of the
umbrella flip motion and the associated reaction barrier for
each basis function. The reaction barrier becomes higher in
order of the 6-311++G(3d3p), 6-31++G(2d2p), and ktzvpp.
We note that these values of barrier heights do not include
the zero point energy. On the other hand, when we optimize
the ammonia structure using standard RHF59 calculation, the
structure of the equilibrium state becomes slightly different
from the experimental data, however, for later comparisons,

TABLE I. Dependences of computational methods for ammonia structures.

N-H (GS) H-N-H (GS) N-H (TS) Barrier
(Å) (degree) (Å) (kcal/mol)

MP2/6-311++G(3d,3p) 1.0116 106.78 0.9955 5.241
MP2/6-31++G(2d,2p) 1.0123 106.79 0.9965 5.284
MP2/ktzvpp 1.0110 106.60 0.9945 5.365
RHF/6-311++G(3d,3p) 0.9990 107.61 0.9851 5.319
RHF/6-31++G(2d,2p) 0.9996 107.85 0.9859 5.124
Experimenta 1.0116 106.68

aValues are obtained from Refs. 46 and 70.

we also chose two basis functions which give the similar
reaction barriers with RHF to above three basis functions
for RHF-MP2, the 6-311++G(3d3p), and 6-31++G(2d2p).
We show the computed structures and barrier heights for
these RHF calculations below the list of RHF-MP2 results in
Table I. Without the electronic correlation, H-N-H angles
of the equilibrium state become about one degree larger
than with the correlation function (or experimental data),
and the N-H bond lengths become slightly shorter. These
differences affect to the molecular vibrations as follows. In
the case of 6-311++G(3d3p) basis function, the frequencies
of the normal modes for RHF are calculated larger than
RHF-MP2 results for both potential minimum and saddle
structures, for example, a frequency of the inversion mode
in the equilibrium state is calculated as 1057 and 1129
cm−1, respectively, whose experimental value is 950 cm−1.69

We note that these computed normal mode frequencies do
not include the quantum effect of fluctuating protons. The
differences of the zero point energy in the harmonic normal
mode approximation for the saddle state from the equilibrium
state are −0.8583 and −1.0830 kcal/mol for RHF-MP2 and
RHF, respectively, and then the total barrier height of 4.383
and 4.236 kcal/mol are not much different.

In Subsection IV B 2, we examine these five quantum
chemical methods to combine with our method for calculating
the tunneling splittings of the ammonia umbrella flips.

2. Evaluation of tunneling splitting for NH3

We show computational results of the tunneling split-
tings for the ammonia umbrella flip of NH3 using five
different quantum chemical methods for the force fields
of interatomic potential in Table II. Best result compared
with the experimental data is given by the RHF-MP2/6-
311++G(3d3p) which presents the closest equilibrium struc-
ture to the experimental structure among five calculations;
the error is found to be less than 1%. For the RHF-MP2/6-
31++G(2d2p) result, the tunneling splitting is slightly over-
estimated. In Fig. 6, we present �τ dependent tunneling split-
tings and other quantities. In each least square fitting, we
ignored a plotted result of largest �τ due to our empirical
threshold of C�τ / �ε < 0.01 for this system. This thresh-
old is self-consistently tested. An example of computed tun-
neling splittings �ε(�τ ) for NH3 umbrella flips with RHF-
MP2/6-311++G(3d3p) results, and a fitted curve is drawn in

TABLE II. Dependences of computational methods for tunneling splittings
of ammonia flips.

Skink �ε

(a.u.) � (cm−1)

MP2/6-311++G(3d,3p) 8.323 155.90 0.787
MP2/6-31++G(2d,2p) 8.381 142.77 0.814
MP2/ktzvpp 8.470 152.70 0.700
RHF/6-311++G(3d,3p) 8.023 120.85 1.346
RHF/6-31++G(2d,2p) 7.786 124.27 1.634
Experimenta 0.793

aValues are obtained from Refs. 46 and 47.

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

133.28.51.83 On: Tue, 08 Jul 2014 23:32:54



024101-12 T. Kawatsu and S. Miura J. Chem. Phys. 141, 024101 (2014)

FIG. 6. The imaginary time step �τ dependences of (a) �ε, (b) Skink, and (c) � for NH3 umbrella flips. Solid curves are least square fitted using four points
of smaller �τ , respectively.

Fig. 6(a). Results in Fig. 6 are used parameters; βL¯ = 6000
a.u. and L = 124, 248, 372, 496, 744, and 992. We can read
that the approximation of Eq. (33) works very well from the
figure. For comparison, we calculated the tunneling splitting
for both Richardson-Althorpe’s method and our method with
parameters; βL¯ = 6000 a.u. and L = 300. The results of the
Richardson-Althorpe’s method and our method are 0.768 and
0.798 cm−1 with the same Skink = 8.323 a.u. The � factor
is 153.71 and 159.79, respectively. The difference is caused
by the effect of β → ∞ limit and when the parameters are
extended to βL¯ = 10000 a.u. and L = 500, the tunneling
splitting by the Richardson-Althorpe’s method is calculated
as 0.796 cm−1. Our method presents a result in an equal qual-
ity of Richardson-Althorpe’s method with L = 500 imaginary
time slices using only L = 300 in this case; our method sig-
nificantly reduces the computational cost to achieve the same
numerical accuracy by the Richardson-Althorpe’s method.

We also used the same strategy to obtain �τ → 0 limit
for other similar properties as the single kink action Skink and
� factor because these are also approximated as

Skink(�τ ) ≈ Skink(0) + CS�τ 2 (72)

and

�(�τ ) ≈ �(0) + C��τ 2, (73)

where CS and C� are constants. We re-define these values
as Skink ≡ Skink(0) and � ≡ �(0) in �τ → 0 limit. Exam-
ples of computed Skink(�τ ) and �(�τ ) for NH3 umbrella
flips, and these fitted curves are shown in Figs. 6(b) and
6(c), respectively. We used the same data points of �ε for
these fitting instead of determining a threshold for each prop-
erty. Approximations in Eqs. (72) and (73) work as well as
Eq. (33) in Fig. 6. Compared with the result of the RHF-
MP2/6-311++G(3d3p), the � factor is relatively small,
which indicates the contributions from the harmonic fluctu-
ations along the single kink path; the curvature of computed
potential surface along the single kink path is slightly less ac-
curate than RHF-MP2/6-311++G(3d3p). The computed re-
sult of RHF-MP2/ktzvpp is about 12% underestimated be-
cause the reaction barrier is underestimated, and then Skink
becomes large. On the other hand, for both RHF calcula-

tions, the computed tunneling splittings are approximately
two times overestimated than the experimental value, because
both the Skink values and � factors are calculated smaller
than RHF-MP2 results. Comparing RHF/6-311++G(3d3p)
result with RHF-MP2/6-311++G(3d3p), the factor associ-
ated with Skink is about 1.32 times larger and �−1 factor is
1.3 times larger, then, total tunneling splitting �ε is 1.71
times larger. The value of Skink for RHF/6-311++G(3d3p)
becomes smaller than RHF-MP2/6-311++G(3d3p) because
the H-N-H angle of equilibrium states for RHF calculation
is larger than with RHF-MP2, and distances which atoms
travel between two equilibrium states become shorter during
an umbrella flip because the angle of H-N-H is larger than
RHF-MP2 in equilibrium structure, see Table I. The � fac-
tor is associated with the curvature of the potential surface
for the system at the imaginary time slices; see the differ-
ence of the normal modes between RHF and RHF-MP2 dis-
cussed in Sec. IV B 1. From these examinations, we have to
carefully select the quantum chemical method for interatomic
force field when calculating the tunneling splitting using the
ab initio discretized path integral instanton method. The quan-
tum chemical method must enough accurately represent all of
the equilibrium structure, reaction barrier, and curvature of
the potential surface along the single kink path.

We have calculated Hessians for all the imaginary time
slices L + 1. In this case, our new algorithm enables us to
reduce the computational cost by decreasing the size of iso-
morphic polymer without deteriorating numerical accuracy.
However, in another strategy, the computational cost can be
significantly saved by interpolating the Hessian components
between ab initio calculations on the tunneling path, such as
Mil’nikov and Nakamura’s method.35–37 We could also apply
such method to interpolate the Hessians for imaginary time
slices using the limited number of ab initio calculations on
the tunneling path.

V. CONCLUSIONS

To accurately evaluate tunneling splittings, we need to
take the zero temperature limit, or the limit of long imagi-
nary time duration. In the Richardson-Althorpe’s formula, the
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duration is adopted to be long enough for required accuracy.
In the present paper, however, a slowly decaying term with
respect to the imaginary time is found to be contained in the
formula. Thus, we need long imaginary time duration for ac-
curate calculations, which makes the computational cost more
expensive and causes an accumulation of numerical Hessian
errors. In the present study, we develop a new formula to alle-
viate the above-mentioned situation. We derived the formula
for the infinite imaginary time limit which is taken analyti-
cally. The resulting formula corresponds to be a path for a
finite time duration that minimizes an imaginary time action
with a free boundary condition. Then, we can calculate tun-
neling splittings for the infinite time limit using the path in the
finite time duration. Reducing the number of imaginary time
slices, we significantly save the computational cost and addi-
tionally improve the accuracy of the calculation avoiding the
accumulated numerical Hessian errors. We also find another
problem for molecular systems in three-dimensional space.
The ratio of vanishing terms in the infinite time limit appears
in the expression of the tunneling splitting. The problematic
terms are analytically handled to avoid numerical errors. We
have successfully applied our formula to model systems and
demonstrated the efficiency of the method.

Our formula enables us to analytically take the infinite
time limit and reduces the computational cost due to reduction
of the imaginary time duration considered. This advantage is
important to develop a hybrid method of our formula with
ab initio molecular orbital calculations. This type method en-
ables us to improve the quality of the potential energy surface
systematically. We demonstrated the hybrid method to calcu-
late tunneling splittings for the ground state of the ammonia
umbrella flips. We first investigated the selection of the quan-
tum chemical force field for accurate numerical calculations.
Then, the results of our calculation are found to be in excellent
agreement with experimental measurements. The results pre-
sented in this paper indicate that our method works very well
when we select the appropriate interatomic quantum chemical
force field.
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APPENDIX A: A SOLUTION OF THE RECURRENCE
EQS. (14) AND (41)

In this Appendix A, we note a way how to obtain solution
for bm. The recurrence relation of bm is written by

bm = η0 + 2c − c2 1

bm−1

. (A1)

Here, we consider two cases, η0 	= 0 and η0 = 0.

First, in the case of η0 	= 0, the following two relations
are obtained from Eq. (A1):

bm − α± = (η0 + 2c − α±)(bm−1 − α±)

bm−1

, (A2)

where

α± ≡ 1

2
(η0 + 2c ±

√
(η0 + 2c)2 − 4c2). (A3)

We divide two equations in Eq. (A2) and define fm as

fm ≡ (bm − α+)

(bm − α−)
= (η0 + 2c − α+)(bm−1 − α+)

(η0 + 2c − α−)(bm−1 − α−)

= α−
α+

fm−1 ≡ Dfm−1. (A4)

The fm is a geometric series and the solution is readily ob-
tained by

fm = f1D
m−1. (A5)

Returning to bm, we obtain

bm = α+ − α−f1D
m−1

1 − f1D
m−1

. (A6)

Next, in the case of η0 = 0, the following relation is obtained
from Eq. (A1):

bm − c = c(bm−1 − c)

bm−1

. (A7)

Defining dm, Eq. (A7) is rewritten as

dm ≡ bm − c = cdm−1

dm−1 + c
. (A8)

An inverse of Eq. (A8) is taken:

em ≡ 1

dm

= em−1 + 1

c
. (A9)

The em is an arithmetical series and the solution is obtained
by

em = e1 + (m − 1)
1

c
. (A10)

Returning to bm, we obtain

bm = c + c

ce1 + (m − 1)
. (A11)

APPENDIX B: ORTHONORMAL VECTORS FOR
TRANSLATIONS AND ROTATIONS

In this appendix, we note a way to make a set of orthonor-
mal translation and rotation vectors for a molecular system of
each imaginary time slice k. In the first step, we prepare non-
orthogonal vectors. Three translation vectors are written by

1. A translation vector to x-direction u′
1:

q3i−2 = 1/
√

N, q3i−1 = q3i = 0, (i = 1, . . . , N ),

2. A translation vector to y-direction u′
2:

q3i−1 = 1/
√

N, q3i = q3i−2 = 0, (i = 1, . . . , N ),

3. A translation vector to z-direction u′
3:

q3i = 1/
√

N, q3i−2 = q3i−1 = 0, (i = 1, . . . , N ),
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where N is the number of atoms in the system. The qn indi-
cates nth element of corresponding vector. On the other hand,
three rotation vectors are written by

1. A rotation vector around z-axis u′
4:

q3i−2 = −Czyi, q3i−1 = Czxi, q3i = 0, (i = 1, . . . , N),

2. A rotation vector around x-axis u′
5:

q3i−2 = 0, q3i−1 = −Cxzi, q3i = Cxyi, (i = 1, . . . , N),

3. A rotation vector around y-axis u′
6:

q3i−2 = Cyzi, q3i−1 = 0, q3i = −Cyxi, (i = 1, . . . , N),

where Cs (s = x, y, z) are constants and xi, yi, and zi denote
coordinates of ith atom. To obtain orthogonal vectors, we di-
agonalize the following 6 × 6 matrix Q with elements Qij

≡ u′T
i u′

j and obtain its eigenvector matrix u′′. Using the el-
ements of the eigenvector matrix u′′

r ′r , an orthogonal vec-
tor for these translations and rotations is written as ur

= ∑6
r ′=1 u′′

rr ′u
′
r ′ (r = 1, 2, . . . , 6). Normalizing these vectors,

we obtain a set of orthonormal vectors for translations and ro-
tations. Then, we put these ur into the corresponding part of
uz

kr , while other elements of uz
kr are set to be zero.
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