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2.4 The force constants, Kr, and equilibrium lengths, req, for the in-

tramolecular bond stretching of 3-pentanone in the neutral (N) and

radical cationic (N+1) states with parm99 force field parameter.

Units of Kr and req are kcal/mol/Å2 and Å. . . . . . . . . . . . . 20
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CHAPTER 1

General Introduction

1.1 Redox Reaction in Biological Systems

Redox (redouction and oxidation) reactions in biological systems have much in-

terest in their biological functions, mechanisms of the redox reactions and their

applications in relation to the electron transfer [1, 3, 4], metabolism [5], intra-

cellular signal transduction [6] and so on [7, 41]. Many research groups have

investigated a lot of kind of redox reactions in biological systems such as the

oxidation reactions of waters associated with higher plant systems [8], the redox

reactions between metalloproteins in vivo [9], the electron transfer reactions be-

tween enzymes and organic compounds to materialize bio-fuel cells [10, 11] and

so on [12].

In these investigations related to the electron transfer with the redox reactions,

the redox potential is a powerful tool in the case of analysis of the mechanism

of the redox reactions in the biological reactions with the electron transfer. One

of research topics on the redox reactions is to find mechanism of the high ox-

1



2 CHAPTER 1. GENERAL INTRODUCTION

idation potential of water molecule in biological system reviewed in Ref. [13].

Research into the photosynthesis of the water oxidation has recently intensified,

because it can serve as an important inspiration for the development of artificial

water-oxidation catalysts. Zouni and co- workers have presented the first crys-

tallographic model of a photosystem (PS) II complex in which the position of

the catalytic site, the Mn4Ca complex, is uniquely determined [14]. Recently,

Umena and co-workers have discovered to determine the crystal structure of PS

II including the manganese cluster at high resolution of 1.9 Å [15]. In the wa-

ter oxidation, four stable or semistable states intermediated the reaction cycle

of the photosynthetic manganese complex can be observed by saturating laser

flashes of light [16]. Dau and co-workers have presented a thermodynamic cy-

cle of the oxidation of manganese complex and have discussed the deprotonation

and successive oxidation steps for a hypothetical manganese complex by using

the redox potential and pKa values for each state to explain the possibility of the

mechanism of the water oxidation [13].

1.2 Theoretical Studies on Estimation of Redox

Potential

In theoretical investigations of redox reactions, many models and methods to es-

timate the value of redox potential have been presented to discuss the mechanism

of redox reactions. One of popular methods is a calculation of the standard Gibbs

free energy of redox reaction with the thermodynamic cycle model [17]. In the

procedure of the method, the redox potential can be calculated by the estimation
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of the free energy change with ionization free energy in gas phase and the excess

chemical potentials of the oxidized and reduced molecules. Many groups have

presented and have reproduced the reduction potential of organic molecules by

using the several computational methods such as the molecular orbital (MO) cal-

culations or the density functional theory (DFT) calculations for the estimation

of the ionization free energy in gas phase and the quantum chemical calculations

with polarizable continuum model (PCM) [18] for the estimation of excess chem-

ical potential [20, 21, 22, 23, 24, 25, 26]. The PCM is the most frequently used

method to consider the solvent effects and shows a reasonable results for the cal-

culation of excess chemical potential of the simple small molecules, however, it is

not easy to apply to estimate the redox potential of the complex systems. This is

because the excess chemical potential has known to strongly depend on the sol-

vated structure of the solute molecule [42], and the PCM does not reflect solvent

dynamics and not describe the effect of hydrogen bonds between the solute and

the solvent molecules. To avoid such issues, the computational method involving

solute and solvent dynamics is required to estimate the redox potential of large

molecules including proteins.

On the other hand, instead of using the PCM to calculate the excess chemical

potential, one of other popular methods is based on the molecular dynamics (MD)

simulation using the explicit solvent model. The excess chemical potential can be

calculated by using the thermodynamic integration (TI) method [27, 28] and the

energy representation (ER) method [29, 30, 31, 32] and so on [33, 34]. Some hybrid

type calculations such as combined method with quantum-mechanics/molecular-

mechanics (QM/MM) calculation [19] and the MD simulation etc. have been
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presented by many groups [35, 36, 37, 38]. In those computational methods to

calculate redox potential, it is not easy to get the accurate value comparing with

experimental results for the large molecules including proteins and to simulate for

the huge systems involving solvent molecules due to a problem of computational

costs. Thus, development of theoretical methods for biomolecular systems is still

challenging topics to get accurate values of the redox potential.

The goal of this study is to estimate the redox potential of molecules includ-

ing proteins and to elucidate the mechanism of the electron transfer reaction

between the molecules. The purpose of this study is to present a simple calcu-

lation method to evaluate the redox potential of molecules including proteins by

sampled configurations obtained from the molecular dynamics (MD) simulation

in order to estimate the redox potential including the fluctuation of conformation

in long time order and to discuss the estimated redox potential in relation to the

difference of the redox potentials of the molecules with the experimental data.

This thesis calculates the redox potential of the mainly simple organic molecules,

acetone and 3-pentanone, by using the conventional approach, and also estimates

the redox potential of blue copper protein, azurin, in appendix.

1.3 Thesis Overview

This thesis is organized as the following 5 chapters and 3 appendices. As already

mentioned, chapter 1 has provided the introduction relevant to the redox reaction

in biological systems and the theoretical studies on the estimation of redox poten-

tial of the molecules so far. The motivation and purpose of this study and thesis

are also given in this Chapter. Chapter 2 has presented the developed force field
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parameters of acetone and 3-pentanone in the reduced and oxidized states to carry

out the MD simulation. In this study, force field parameters of the stretching vi-

bration and angle bending as intramolecular potential and the partial charge as

intermolecular potential are estimated by the DFT calculations. The optimized

structures in the reduced and oxidized states and the ionization potential of these

molecules are compared with the experimental data and the AMBER force field

parameters. Chapter 3 has performed the MD simulation of the small organic

molecules, acetone and 3-pentanone, using the force field parameters developed in

Chapter 3. From the MD simulations and the free energy calculation by the ER

method, the structure and hydration properties of these organic molecules in the

neutral and radical cationic states are investigated. Chapter 4 has presented a

simple calculation method to compute the redox potential of the molecules by us-

ing a hybrid type calculation with the MD and DFT calculations with discussions

of the difference of the redox potential. Chapter 5 has presented the conclusion

of this thesis and the future work. These contents from chapter 1 to chapter 5

are based on the publication papers, as showed in List of Publications.

Moreover, Appendix A has presented a hybrid type method with MD and

QM/MM calculations for evaluation of redox potential of the proteins. The eval-

uated redox potential of the protein is also compared with the experimental data

and discussed the redox potential of the proteins with computation of the differ-

ence of redox potential between the protein and the organic molecules, acetone

and 3-pentanone, evaluated in Chapter 4. In this study, there are still some tasks

we have to settle, where the computation of the absolute redox potential of the

molecules with presented computational method to estimate the redox potential.
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Thereupon, appendix B has discussed the effect of the number of water molecules

in simulation cell and the behavior of counter-ion in solution on the estimation

of redox potential of molecules or the excess chemical potential in the oxidized

state. Lastly, appendix C has presented the more development of the compu-

tational method to estimate the redox potential using the MD simulation with

spherical boundary condition. All of the references for this thesis have listed at

the end of this thesis.



CHAPTER 2

Development of Force Field

Parameters for Reduced and

Oxidized Molecules

2.1 Introduction

The molecular dynamics (MD) simulations have been used to take the snapshot

structures of solute molecule with the structural fluctuation by solvent in solu-

tion. In order to perform the MD simulations of biological molecules such as

organic compounds and proteins, several types of potential function on the based

of empirical force field such as the CHARMM (Chemistry at HARvard Molecular

Mechanics) [43] developed by Martin Karplus’s group at the Harvard University,

AMBER (Assisted Model Building with Energy Refinement) developed by Peter

Kollman’s group at the University of California [64, 44] etc. and the program

packages developed and maintained their groups have been used so far.

7
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The potential energy function for the biological systems commonly consists

of the bond stretching, angle bending, torsional energetics for the intramolec-

ular potential and the coulomb and van der Waals (vdW) interactions for the

intermolecular potential [45, 46, 47, 48, 49]. The force field parameters such as

OPLS (Optimized Potential for Liquid Simulations) [50] and the CHARMM and

AMBER force fields have been used so far. In the case of AMBER force field,

the partial charges of the molecule are mainly calculated by the empirical scheme

called AM1-BCC (Bond Charge Correction) [52, 53]. However, the restrained

electrostatic potential (RESP) charge calculated by a larger basis set should be

adopted for more accurate electrostatic property of the molecules. While, The

parm99 force field [63, 51], which is a representative in the recent AMBER force

field, have been presented for the force field parameters of intramolecular po-

tential. The torsional energetics parameters have presented using the results of

investigation using small 82 organic molecules with the RESP charges by the

density functional theory (DFT) calculations with B3LYP method and cc-PVDZ

basis set. These parameters are determined to represent the smallest root mean

square deviation (RMSD) compared with the experimental data, however, the tor-

sion parameters for 11 hydrocarbons and 7 chlorides are evaluated with absolute

errors in 0.1 kcal/mol relative to the experimental values. These intramolecular

parameters are evaluated for the molecules in neutral state, however, that of ion-

ized molecules have not been presented yet. The force field parameters for the

MD simulations of biological molecules should be improved and developed for the

sampling of the organic solute conformation in reduced and oxidized states.

The purpose of this chapter is to develop the force field parameters of the small
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organic molecules, acetone and 3-pentanone, in the neutral and radical cationic

states. In order to obtain these parameters, this chapter performs the density

functional theory (DFT) calculations with high-level basis set to obtain the opti-

mized structures of organic molecules in the neutral and radical cationic states.

The force field parameters of equilibrium stretching vibration and angle bending

for the intramolecular potential are obtained from the optimized structures, and

partial charge for the intermolecular potential is estimated by the single point cal-

culation with the DFT calculation. The force field parameters of force constant

of the stretching vibration and angle bending are estimated from the dependence

of the total energy of the molecule on the distance and angle in the structure of

molecules by the DFT calculation. From these results, the ionization potential

of the molecules are estimated, and compared with the experimental data. The

force field parameters of the equilibrium stretching vibration and angle are also

compared with the experimental data, and the estimated force field parameters

of force constant are compared with the AMBER force field parameters.

2.2 Optimization

2.2.1 Computational details

Geometry optimization of the organic molecules, acetone and 3-pentanone, in

the neutral and radical cationic states in gas phase is performed by DFT-B3LYP

[59, 59] mehod with 6-31+G(d,p) basis set [59, 61, 55]. The diffuse function is

adopted for the ionized molecule to estimate the influence of extent of charge

distribution [62]. In this study, the dependence of the method and basis set on
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Table 2.1: The dependence of the quantum chemical calculation method and the

basis set on the investigation of total energy of the acetone in the neutral and

radical cationic states. Units are hartree.

Basis set

B3LYP MP2 B3LYP MP2

3-21G -192.093 -190.884 -191.751 -190.587

6-31G(d) -193.156 -191.960 -192.810 -191.659

6-31G(d,p) -193.164 -191.970 -192.820 -191.670
6-31+G(d) -193.166 -191.965 -192.814 -191.661
6-31+G(d,p) -193.175 -191.975 -192.822 -191.672
CC-PVTZ -193.164 -191.976 -192.820 -191.677
6-311G(d,p) -193.213 -192.011 -192.864 -191.710
6-311+G(d,p) -193.218 -192.015 -192.865 -191.712

Neutral state Radical cationic state

the total energy of the optimized structure of acetone in the neutral and radical

cationic states is examined by using the two method, MP2 and B3LYP, and the

various basis sets of 3-21G, 6-31G(d), 6-31G(d,p), 6-31+G(d), 6-31+G(d,p), 6-

311G(d,p), and 6-311+G(d,p), for the quantum chemical calculation, as shown

in Table 2.1. The calculations of the 6-31G including the extended basis set

such as the polarization function and the diffuse function showed lower energy

than that with 3-21G basis set. The triple split valence basis sets showed even

lower values. The differences of the minimum energies between in the neutral and

radical cationic states are similar with that of the 6-31G in the each molecule.

These calculations are done by Gaussian 03 [68].
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2.2.2 Optimized structure

The optimized structures of the acetone and 3-pentanone in the neutral and rad-

ical cationic states in gas phase are shown in Figure 2.1. The detailed values of

the bond length and angle of intramolecule are listed in the Table 2.3, Table 2.4,

Table 2.5 and Table 2.6. The optimized structure of the acetone in neutral state

can be compared with the experimental data in gas phase. The bond lengths,

O=Csp2, Csp2-Csp3 and Csp3-H, has known to be the 1.213 Å, 1.520 Å and 1.103 Å,

respectively. The angle, Csp3-Csp2-Csp3 has known to be 116.0 deg., respectively.

These values are measured by the microwave spectroscopy [57]. The differences

of the predicted bond length and angle with the experimental data are 0.012 Å

and 0.8 degree, respectively at most, showing an excellent agreement the com-

putation with the experimental data. On the other hand, the equilibrium bond

lengths of both molecules in the neutral state are in good agreement with those

of the parm99 force field parameters. The differences of bond lengths between

the computations and the parm99 force field parameters are in 0.01 Å, as shown

in Table 2.3 and Table 2.4. While, the differences of angles are shown to be 3.1

deg. in the 3-pentanone. However, because the estimated angles in this study are

obtained by large level basis set (6-31+G(d,p)) in comparison with that used in

the development of the parm99 force field parameters, the predicted structures

in this study should be more accurate.

In the case of comparison with those in cationic state, the differences of the

bond length and angle between in the neutral and radical cationic states are 0.48

Å and 6.4 deg., respectively at most. This large angle change in the cationic state

should be due to the change of molecular orbital by ionization of the molecule;
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the change of molecular polarization should influence the intramolecular inter-

action between the atoms in the molecule, resulting in the change of molecular

structure.

2.2.3 Ionization potential

The total energies of the optimized structures for the acetone in the neutral

state and radical cationic states obtained by the DFT calculations are -121,218.8

kcal/mol and -120,997.9 kcal/mol in gas phase, respectively. While, the total ener-

gies of that for the 3-pentanone are -170,563.2 kcal/mol and -170,351.2 kcal/mol,

respectively.

The ionization potential is estimated the difference of total energy of the

molecules between in the neutral and radical cationic states. From above re-

sults, The values of ionization potential of the acetone and 3-pentanone are 220.9

kcal/mol and 212.0 kcal/mol, respectively. By way of comparison, the experimen-

tal data of the first adiabatic ionization potential in gas phase are 223.0 kcal/mol

for the acetone and 215.0 kcal/mol for the 3-pentanone [70], respectively. Fu

and co-workers have presented the computational values of ionization potential

for 160 organic molecules by the DFT-B3LYP calculations with 6-31+G(d) basis

set and have reported that the computational value using the method and basis

set has an error of the 6.5 kcal/mol as an average comparing with the exper-

imental data [2]. In this study, the differences between theoretical values and

experimental measurements are 2.1 kcal/mol for the acetone and 3.0 kcal/mol

for the 3-pentanone, showing that these computational values are in good agree-

ment with the experimental data. The results also indicate that the proper DFT
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calculations are conducted in this study.

2.3 Force Field Parameters of Intermolecular In-

teraction

The potential energy function for the intermolecular interaction, V inter, for the

van der Waals (vdW) and coulomb interaction are represented by the following

equation;

V inter =
atoms∑
i∈I

atoms∑
j∈J

εij

[(
Re

ij

rij

)12

− 2

(
Re

ij

rij

)6
]

+
atoms∑
i∈I

atoms∑
j∈J

qiqj
εrij

, (2.1)

where i ∈ I and j ∈ J are the i -th atom in the molecule I and j -th atom

in the molecule J , εij is the Lennard-Jones (L-J) potential parameter between

atom i and atom j, Re
ij is the equilibrium internuclear distance, which presents

the minimum of potential energy as a function of atom distance, rij, qi and

qj are the effective point charges of atom i and atom j, and ε is the relative

permittivity, respectively. The L-J parameters between different atoms are as-

signed as an arithmetic average for Re
ij, and geometric mean for εij by the rule

of Lorentz-Berthelot. In the molecular dynamics (MD) simulations in this study,

all parameters of Re
ij/2 and εij are taken from the parm99 force field parameters.

The RESP charges of the molecules are determined by the Merz-Singh-Kollman

method [69] with DFT-B3LYP/6-31+G(d,p) calculations. In the Merz-Singh-

Kollman method, the RESP charge is evaluated by fitting each points of put

on the sphere around each atoms by the electrostatic potential. The following
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subsection presents the results of calculation of RESP charge.

2.3.1 Partial charge

The evaluated RESP charges of the molecules, acetone and 3-pentanone, in the

neutral and radical cationic states is listed in Table 2.2. The estimated partial

charges of the O, C in carbonyl group and the methyl group of the acetone in the

neutral state are the -0.535 a.u., +0.621 a.u. and the -0.044 a.u., respectively.

The partial charges of that in the radical cationic state are the -0.015 a.u., +0.506

a.u. and the +0.253 a.u., respectively. While the partial charges of the O and

C in carbonyl group, methylene group and methyl group of the 3-pentanone in

the neutral state are the -0.517 a.u. and +0.530 a.u., -0.013 a.u. and +0.008

a.u., respectively. The partial charges of that in the radical cationic state are the

-0.082 a.u. and +0.391 a.u., +0.183 a.u. and +0.163 a.u., respectively. These

data show the localization of the charge distribution of the both of molecules in

the radical cationic state to hydrophobic group. To assess the validity of these

partial charges, the total dipole moments of both molecules are compared with

the experimental data. The calculated total dipole moments of the acetone and

3-pentanone are 3.19 debye and 2.89 debye, respectively, showing close to the

experimental data, 2.88 ± 0.03 debye and 2.82 debye, respectively. While those

in the radical cationic state are 2.12 debye and 2.30 debye, showing that the

polarization in the radical cationic state is small than that in the neutral state in

both molecules.
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Table 2.2: RESP charges of the acetone and 3-pentanone in the neutral (N) and

radical cationic (N + 1) states by DFT-B3LYP-6-31+G(d,p) calculations. Units

are elementary charge.

N N+1 N N+1

C1 0.621 0.506 H6 0.069 0.175

O2 -0.535 -0.015 C7 -0.251 -0.272

C3 -0.251 -0.272 H8 0.069 0.175

H4 0.069 0.175 H9 0.069 0.175

H5 0.069 0.175 H10 0.069 0.175

C1 0.530 0.391 C9 -0.052 -0.098

O2 -0.517 -0.082 H10 0.020 0.087

C3 -0.023 -0.035 H11 0.020 0.087

H4 0.005 0.109 H12 0.020 0.087

H5 0.005 0.109 C13 -0.052 -0.098

C6 -0.023 -0.035 H14 0.020 0.087

H7 0.005 0.109 H15 0.020 0.087

H8 0.005 0.109 H16 0.020 0.087

Acetone

3-pentanone

2.4 Force Field Parameters of Intramolecular In-

teraction

The potential energy function for the intramolecular interaction, V intra, of the

molecule is represented as sum of the bond stretching, angle bending, and tor-
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sional energy as the following equation,

V intra =
∑
bonds

Kr (r − req)
2

+
∑
angles

Kθ (θ − θeq)
2

+
∑

dihedrals

V n
ijkl

2
[1 + cos (nϕijkl − γijkl)] , (2.2)

where Kr and Kθ are spring constants of the stretching vibration and angle

bending, req and θeq are equilibrium bond length and angle, V n is the spring

constant of torsional energy constructed by atoms ijkl, n is the phase ijkl period,

and γijkl is equilibrium torsion angle of ijkl, respectively. As mentioned in section

2.1, the force constants of the bond stretching vibration and angle bending, Kr

and Kθ, of the molecules in radical cationic state are not prepared in AMBER

force field. Therefore, these parameters are estimated in the following subsection.

While, the force field parameters of torsion angle, V n
ijkl, ϕijkl and γijkl, of the

molecules in each state adopt the AMBER force field (parm99) with constraints

by the harmonic potentials, as mentioned in CHAPTER 3.

2.4.1 Computational details

In order to estimate the spring constants of the intramolecular stretching vibra-

tion for the acetone and 3-pentanone in the neutral and radical cationic states,

the potential energy surface of the molecules is investigated with different bond

distance. With sweeping the potential energy surface, a certain range in the

potential energy curve can be investigated in detail. The total energy of the

structure each bond distance with the step of the bond distance for 0.01 Å is

obtained by the DFT-B3LYP calculations with 6-31+G(d,p) basis set, which is
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similar calculation method and basis set with the optimization, in order to sweep

the potential energy surface. Then, the obtained potential energy surface is fitted

by the harmonic potential function with the total 5 sample data around the most

stable total energy, which is obtained by the optimization.

In similar way of the evaluation of the spring constant of the stretching vibra-

tion, the force constant of intramolecular angle bending for the molecules both of

states is estimated from the dependence of the total energy of the molecule on the

angle in the structure of molecule by the DFT-B3LYP/6-31+G(d,p) calculations.

The steps of the angle bending are 0.5 degree; total 7 sampling data around the

most stable total energy are used to estimate these force constant parameters. In

this study, the angles around the atom Csp2 of the acetone and 3-pentanone are

defined to lie in the same plane. Then, in order to estimate the force constants of

two angle of O=Csp2-Csp3 and an angle Csp3-Csp2-Csp3, fitting function is defined

by the following equation;

Egas(δ) = (Ki +Kj) δ
2 (2.3)

where Egas is the total energy along with the displacement of the interest angles,

δ, Ki and Kj are the force constants of interest of angles i and j, respectively.

The force constants of the 3 angles around the atom Csp2 of the molecules are

independently determined from the obtained 3 equations.

2.4.2 Bond stretching

The estimated force constants of intramolecular bond stretching for the acetone

and 3-pentanone in the neutral and radical cationic states are listed in Table
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2.3 and Table 2.4 with the AMBER force filed parameter (parm99) [63, 51].

The force constants of O=Csp2 and Csp2-Csp3 for acetone in the neutral state

are 932.3 kcal/mol/Å2 and 295.8 kcal/mol/Å2, respectively. The O=Csp2 by

computation is too much larger than that by the parm99 (570.0 kcal/mol/Å2),

indicating considerably stronger binding in the former, because the computational

values in this study are estimated by considering the interaction of carbonyl group

from the methyl group. The Csp2-Csp3 is smaller than that of the parm99 (295.8

Table 2.3: The spring constants, Kr, and equilibrium lengths, req, for the in-

tramolecular bond stretching of acetone in the neutral (N) and radical cationic

(N + 1) states with parm99 force field parameter. Units of Kr and req are

kcal/mol/Å2 and Å.

Bond

 O2 = C1 570.0 1.229 932.3 1.219 806.8 1.214

 C3 – C1 317.0 1.522 295.8 1.518 251.0 1.524

 H4 – C3 340.0 1.090 394.4 1.091 394.4 1.089

 H5 – C3 340.0 1.090 376.5 1.096 376.5 1.095

 H6 – C3 340.0 1.090 376.5 1.097 376.5 1.098

 C7 – C1 317.0 1.522 295.8 1.518 251.0 1.524

 H8 – C7 340.0 1.090 376.5 1.096 376.5 1.096

 H9 – C7 340.0 1.090 376.5 1.097 376.5 1.098

 H10 – C7 340.0 1.090 394.4 1.091 394.4 1.089

PARM99a N N+1

a The parm99 force field parameters from Ref. [***] and [***].

Kr req KrKr req req
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Table 2.4: The force constants, Kr, and equilibrium lengths, req, for the in-

tramolecular bond stretching of 3-pentanone in the neutral (N) and radical

cationic (N+1) states with parm99 force field parameter. Units of Kr and req

are kcal/mol/Å2 and Å.

Bond

 O2 = C1 570.0 1.229 927.8 1.219 950.2 1.192

 C3 – C1 317.0 1.522 286.9 1.525 179.3 1.573

 H4 – C3 340.0 1.090 358.6 1.100 376.5 1.095

 H5 – C3 340.0 1.090 358.6 1.100 358.6 1.101

 C6 – C1 317.0 1.522 286.9 1.525 179.3 1.573

 H7 – C6 340.0 1.090 358.6 1.100 358.6 1.101

 H8 – C6 340.0 1.090 358.6 1.100 376.5 1.095

 C9 – C6 310.0 1.526 322.7 1.528 322.7 1.518

 H10 – C9 340.0 1.090 385.5 1.094 394.4 1.092

 H11 – C9 340.0 1.090 376.5 1.095 376.5 1.097

 H12 – C9 340.0 1.090 385.5 1.094 394.4 1.093

 C13 – C3 310.0 1.526 322.7 1.528 317.5 1.518

 H14 – C13 340.0 1.090 385.5 1.094 394.4 1.092

 H15 – C13 340.0 1.090 376.5 1.095 376.5 1.097

 H16 – C13 340.0 1.090 385.5 1.094 394.4 1.093

PARM99a N N+1

a The parm99 force field parameters from Ref. [***] and [***].

Kr req KrKr req req
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kcal/mol/Å2), indicating weaker bonding. While, for the 3-pentanone in the

neutral state, the force constants of O=Csp2, Csp2-Csp3 and the average of Csp3-

Csp3 are 927.8 kcal/mol/Å2, 286.9 kcal/mol/Å2 and 322.7 kcal/mol/Å2, showing

that the value of O=Csp2 is also too much larger than that of the parm99 and the

values of Csp2-Csp3 and Csp3-Csp3 are smaller and larger than the parm99 (63.0

kcal/mol/Å2 and 310.0 kcal/mol/Å2), respectively.

On the other hand, the difference of force constants of O=Csp2 and Csp2-Csp3

in the radical cationic state from that in the neutral are -127.5 kcal/mol/Å2

and -44.8 kcal/mol/Å2, indicating weaker than the neutral state, respectively.

While, for the 3-pentanone in the radical cationic state, the O=Csp2 is 950.2

kcal/mol/Å2, which is larger than that in the neutral state (927.8 kcal/mol/Å2).

These results of 3-pentanone have different propensity to the acetone. While, the

C-C for 3-pentanone has similar trend to that for acetone.

2.4.3 Angle bending

The estimated force constants of intramolecular angle bending for the acetone

and 3-pentanone in the neutral and radical cationic states are listed in Table 2.5

and Table 2.6 with the AMBER force filed parameter (parm99) [63, 51]. The

force constants of Csp2=O-Csp2 for the acetone and 3-pentanone in neutral state

are the 80.0 kcal/mol/deg2 and 84.0 kcal/mol/deg2, respectively, showing that

the value of acetone equal to the parm99 (80.0 kcal/mol/deg2) and that of 3-

pentanone larger than the parm99. The Csp3-Csp2-Csp3 of both of molecules are

smaller than the parm99 with the difference of 5.3 kcal/mol/deg2 for acetone

and 1.5 kcal/mol/deg2 for 3-pentanone, respectively. The Csp2-Csp3-Csp3 of the
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3-pentanone is 106.9 kcal/mol/deg2, showing that the result is considerably larger

than the parm99 (63.0 kcal/mol/deg2).

In the radical cationic state, the force constants of 3 angles around the Csp2 for

both of molecules and Csp3-Csp3-Csp2 of the 3-pentanone are considerably smaller

than that in the neutral state with the difference of 46.2 kcal/mol/deg2 at most,

showing that the conformation of these molecules in the radical cationic state

diffusive in the direction of carbon chain.

Table 2.5: The spring constants, Kθ, and equilibrium angles, θeq, for the in-

tramolecular angle bending of acetone in the neutral and radical cationic states

with parm99 force field parameter. Units of Kθ and θeq are kcal/mol/deg2 and

deg.

Angle

 C3 – C1 = O2 80.0 120.4 80.0 121.6 33.8 119.0

 H4 – C3 – C1 50.0 109.5 65.7 110.1 68.8 111.4

 H5 – C3 – C1 50.0 109.5 63.6 110.7 63.2 107.1

 H6 – C3 – C1 50.0 109.5 62.2 109.8 60.3 106.0

 C7 – C1 = O2 80.0 120.4 80.0 121.6 33.8 119.0

 C7 – C1 – C3 63.0 117.0 57.7 116.8 48.0 122.0

 H8 – C7 – C1 50.0 109.5 63.6 110.7 63.2 107.1

 H9 – C7 – C1 50.0 109.5 62.2 109.8 60.3 106.0

 H10 – C7 – C1 50.0 109.5 65.7 110.1 68.8 111.4

PARM99a N N+1

a The parm99 force field parameters from Ref. [***] and [***].

Kθ KθKθ θeqθeq θeq
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Table 2.6: The spring constants, Kθ, and equilibrium angles, θeq, for the in-

tramolecular angle bending of 3-pentanone in the neutral and radical cationic

states with parm99 force field parameter. Units of Kθ and θeq are kcal/mol/deg2

and deg.

Angle

 C3 – C1 = O2 80.0 120.4 84.0 121.8 41.5 122.0

 H4 – C3 – C1 50.0 109.5 67.7 107.6 67.7 104.6

 H5 – C3 – C1 50.0 109.5 67.7 107.6 62.8 101.2

 C6 – C1 = O2 80.0 120.4 84.0 121.8 41.5 122.0

 C6 – C1 – C3 63.0 117.0 61.5 116.4 47.0 115.9

 H7 – C6 – C1 50.0 109.5 67.7 107.6 62.8 101.2

 H8 – C6 – C1 50.0 109.5 67.7 107.6 62.8 104.6

 C9 – C6 – C1 63.0 111.1 106.9 114.2 87.3 114.8

 H10 – C9 – C6 50.0 109.5 72.6 111.0 72.6 112.3

 H11 – C9 – C6 50.0 109.5 67.7 110.5 62.8 106.9

 H12 – C9 – C6 50.0 109.5 72.6 111.0 72.6 112.2

 C13 – C3 – C1 63.0 111.1 106.9 114.2 87.3 114.8

 H14 – C13 – C3 50.0 109.5 72.6 111.0 72.6 112.3

 H15 – C13 – C3 50.0 109.5 67.7 110.5 62.8 106.9

 H16 – C13 – C3 50.0 109.5 72.6 111.0 72.6 112.2

PARM99a N N+1

a The parm99 force field parameters from Ref. [***] and [***].

Kθ KθKθ θeqθeq θeq
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2.5 Concluding Remarks

This chapter have presented the optimized structures and the developed force field

parameters of bond stretching, angle bending, partial charge for the acetone and

3-pentanone in the neutral and radical cationic states. The optimized structure

and the force field parameter are estimated by the density functional theory

(DFT) calculations with the B3LYP method and the 6-31+G(d,p) basis set, which

are higher level than that used at AMBER force field parameters (parm99). The

optimized structure of acetone in the neutral state are comparative with the

experimental measurement. The ionization potentials obtained by the estimation

of the total energies of the optimized structures between the neutral and radical

cationic states are good agreement with the experimental data. The determined

partial charges of these molecules reproduce the dipole, which is in agreement

with the experimental data.



CHAPTER 3

Structure and Hydration

Properties of Organic

Compounds in Neutral and

Radical Cationic States

3.1 Introduction

In the previous chapter, the optimized structure and the force field parameters

for the organic molecules, acetone and 3-pentanone, in the neutral and radical

cationic states were estimated originally by the density functional theory (DFT)

calculations with high-level basis set. The purposes of this chapter are to per-

form the molecular dynamics (MD) simulations of these organic molecules using

the force field parameters developed in chapter 2 and to investigate the structure

and hydration properties of these organic compounds in the neutral and radical

25
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cationic states, including the meaning of test of the developed force field parame-

ters. For the analysis of these properties, the conformation and fluctuation in the

thermal equilibrium state in solution obtained by caring out the MD simulations

are compared with in the liquid and gas phases and with the neutral and radical

cationic states. The excess chemical potentials of these molecules are also com-

pared in the neutral and radical cationic states with comparison of theoretical

and experimental values in the neutral state. From these results, the ionization

effect of these organic compounds on the excess chemical potential is discussed

before computation of redox potential of these molecules in this chapter.

3.2 Computational Procedure

This section presents the theoretical background to estimate the excess chemical

potential of solute molecule in bulk water and the simulation method of the excess

chemical potential by the energy representation (ER) method.

3.2.1 Chemical potential

A weak solution system composed of N +1 molecules is considered in this study.

The first N molecules constitute the solvent system and the (N +1) -th molecule

is an solute molecule. Chemical potential of the solute molecule in solution, µ,

can be explicitly expressed by statistical-mechanical description. Hamiltonian of

the whole molecular system, HN+1, is written as

HN+1

(
pN+1, rN+1

)
= HN+1

(
pN , rN ,pN+1, rN+1

)
(3.1)

=
1

2m

N∑
i

pi
2 +

pN+1
2

2mN+1

+ VN+1

(
rN , rN+1

)
, (3.2)
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where pN+1 and the pN+1 are momentum of first ”N” and the (N + 1) -th

molecules, rN+1 and the rN+1 are coordinate of first ”N” and the (N + 1) -

th molecules, m and the mN+1 are mass of first N and the (N +1) -th molecules,

respectively. VN+1 is potential energy of the whole molecular system written by

the following equation;

VN+1

(
rN , rN+1

)
= VN

(
rN

)
+ V intra

N+1 + V
(
rN , rN+1

)
, (3.3)

where VN , V
intra
N+1 , and V represent the sum of intramolecular and intermolecular

interactions over first N molecules, intramolecular interaction of the (N + 1) -th

molecule, and the intermolecular interaction between the (N+1) -th and the rest

of first N molecules, respectively. For simplicity, if the intramolecular interaction

in the whole system does not be considered, then the V intra
N+1 can be ignored as

following equation;

VN+1

(
rN , rN+1

)
= VN

(
rN

)
+ V

(
rN , rN+1

)
. (3.4)

Partition function of N + 1 molecular system, QN+1, is written as

QN+1

(
rN , rN+1

)
=

1

N !1!

1

h3(N+1)

∫∫
exp

{
−
HN+1

(
pN+1, rN+1

)
kBT

}
dpN+1drN+1

(3.5)

=
1

N !1!Λ3NΛN+1
3

∫∫
exp

{
−
VN+1

(
rN , rN+1

)
kBT

}
drNdrN+1

(3.6)

where h is the Planck’s constant, kB is the Boltzmann constant, T is the system

temperature, Λ3N and ΛN+1
3 are the thermal de Broglie wave length of the first

N and the (N+1) -th molecules, written as (2mπkBT )
3N/2 and (2mN+1πkBT )

3/2,
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respectively. Partition function of first N molecules, QN , is also written as

QN

(
rN

)
=

1

N !Λ3N

∫
exp

{
−
VN

(
rN

)
kBT

}
drN . (3.7)

Chemical potential of the solute molecule in solution, µ, is the difference of

free energy between the pure solvent and solution systems. The µ is statistical

mechanically described with (3.6) and (3.7) as the following equation,

µ = −kBT log

{
QN+1

QN

}
(3.8)

= −kBT log


1

1!ΛN+1
3

∫∫
exp

{
−VN+1(rN ,rN+1)

kBT

}
drNdrN+1∫

exp

{
−VN(rN)

kBT

}
drN

 (3.9)

= kBT log
(
ρΛN+1

3
)
− kBT log


∫∫

exp

{
−VN+1(rN ,rN+1)

kBT

}
drNdrN+1∫∫

exp

{
−VN(rN)

kBT

}
drNdrN+1


(3.10)

where ρ is defined as solute concentration, written as ρ = 1!/V , however V is the

volume of the pure solvent system. If the solute molecule is put on the origin of

coordinate space (i.e. ri
′ = ri − rN+1), the µ is written as

µ = kBT log
(
ρΛN+1

3
)
− kBT log


∫
exp

{
−VN+1(r′N)

kBT

}
dr′N

∫
exp

{
−VN(r′N)

kBT

}
dr′N

 (3.11)

= kBT log
(
ρΛN+1

3
)
− kBT log

⟨
exp

{
−
V
(
r′N)

kBT

}⟩
, (3.12)

where <> is the ensemble average on the pure solvent system. In equation (3.12),

the first term is chemical potential of the solute molecule in ideal gas. The second
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term is excess chemical potential (also called solvation free energy) of the solute

molecule,

µex = −kBT log

⟨
exp

{
−
V
(
r′N)

kBT

}⟩
. (3.13)

However, the µex can not be calculated on its own. The next subsection presents

briefly the computational method for the calculation of the excess chemical po-

tential by the ER method.

3.2.2 Energy representation method

The Energy Representation (ER) method developed by Matubayasi’s group is

adopted for the estimation of excess chemical potential of solute molecule in

solution, µex, with MD simulation in this study. In the ER method, the excess

chemical potential of solute molecule can be presented as a function of the energy

distribution functions, ρe (ε) and ρe0 (ε), and the correlation function χ0 (ε, η).

These energy distribution and the correlation are functions of energy coordinate ε,

which is a pair intermolecular energy between the solute molecule and surrounding

solvent molecules, that are the (N+1) -th molecule and first N molecules defined

in previous section. For the calculations of the energy distribution functions,

ρe (ε) and the ρe0 (ε), the intermolecular energy between the solute molecule and

surrounding solvent molecules is calculated in the solution system and the pure

solvent system.

The energy distribution function ρe (ε) is expressed as follow by following

description of Matubayasi;

ρe(ε) =

⟨∑
i

δ (ν (ψ,xi)− ε)

⟩
, (3.14)
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where ψ is the coordinate of solute molecule, ν is the potential function for the

solute and solvent pair interaction, xi denotes the coordinate (the set of position

and orientation) of i -th solvent molecule, respectively. The summation is taken

over all the solvent molecules, and the energy distribution is obtained by the

calculation of ensemble average. The solution system is the system of interest in

which the solute molecule interacts with surrounding solvent molecules under the

solute and solvent interaction, ν, of interest at full coupling. The pure solvent

system denotes the system in which no interaction physically present between

the solute molecule and solvent molecules. The energy distribution function,

ρe0 (ε), and the correlation function χ0 (ε, η) are constructed by placing the solute

molecule in the pure solvent system as a test particle. The actual form of the

excess chemical potential using these distribution functions and the correlation

function and the detail of computational methodology are presented in Refs.

[29, 30, 31]. The practical computational details of the thermal equilibrium MD

simulations and the excess chemical potential with ER method are presented in

the following section.

3.3 Computational Details

3.3.1 Molecular dynamics simulation

The MD simulation of the organic compounds, acetone and 3-pentanone, in the

neutral and radical cationic states in water solvent is performed with the AMBER

11 program packages. For the MD simulations of these molecules in the neutral

and radical cationic states, the force field parameter of the stretching vibration
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and angle bending of intramolecular potential, and partial charge of intermolec-

ular potential originally developed in chapter 2. However the stretching vibra-

tion and angle bending potential parameters including hydrogen atom of these

molecules assign AMBER force field 03 (parm99) [63, 64]. The intramolecular

torsion angle including the hydrogen atom of the methyl and methylene groups,

which is the H-Csp3-Csp2=O in the structure of the acetone, H-Csp3-Csp3-Csp2

in the structure of 3-pentanone, and improper torsion Csp3-Csp2=O-Csp3 in the

structure of both molecules, is constrained with harmonic potential, V constraint
ϕ ,

as follow;

V constraint
ϕ (ϕ) =

∑
dihedrals∈MN+1

Kϕ (ϕ− ϕeq) (3.15)

where dihedrals ∈ MN+1 is the torsion angles in the (N + 1) -th molecule, Kϕ

is the spring constant of the torsion angle, ϕ is the torsion angle of interest

in the molecule, ϕeq is the equilibrium torsion angle, respectively. The ϕeq of

these molecules in the neutral and radical cationic states is obtained from the

optimized structures determined in chapter 2. The spring constant, Kϕ, for the

constraint of torsion angle is estimated from the dependence of the total energy

of the molecule on the torsion angle in the structure of molecule by the density

functional theory (DFT) calculations with B3LYP/6-31+G(d,p) by the Gaussian

03 program package [68]. The threshold used to the convergence of self consistent

field (SCF) calculation is ten digits. The fitting to the dependence of the total

energy is carried out from ϕeq−45 to ϕeq+45 to be composed the torsion angle of

periodic function. The fitting steps are 0.5 degree, therefore total energy of 180

data is prepared for the estimation of Kϕ. The equilibrium torsion angle and the

spring constant of the acetone and 3-pentanone in the neutral and radical cationic
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states are listed in the Table 3.1 and Table 3.2. The force field parameters for

the other intramolecular torsion angle of 3-pentanone, the Lennard-Jones (L-J)

potential parameter used to compute the intermolecular interaction in the whole

system, and the stretching vibration and angle bending of solvent molecule assigns

the AMBER force field 03 (parm99).

For the MD simulation, Langevin thermostat and barostat are used to control

system temperature (T = 300 K) and the pressure (P = 1 atm). The acetone

and 3-pentanone are solvated by 1,425 water molecules in a cubic box with 39.8

Å × 37.4 Å × 38.0 Å, and 1,790 water molecules in a cubic box with 44.5 Å

Table 3.1: Spring constant and equilibrium torsion angle for the harmonic poten-

tial, Kϕ and ϕeq used to the MD simulation of acetone. The number behind the

atomic symbol is compatible with the number showed in Figure 2.1. Units of Kϕ

and ϕeq are kcal/mol/deg.2 and deg..

H4 - C3 - C1 = O2 54.2 5.5 51.7 8.0

H5 - C3 - C1 = O2 50.8 127.1 48.9 130.4

H6 - C3 - C1 = O2 50.7 -114.8 48.8 -112.5

C7 - C1 = O2 - C3 35.7 180.0 32.3 180.0

H8 - C7 - C1 = O2 50.7 127.0 48.9 130.3

H9 - C7 - C1 = O2 50.7 -115.0 48.8 -112.6

H10 - C7 - C1 = O2 54.2 5.4 51.7 7.9

Torsion angle Neutral state Radical cationic state
Kφ φeqφeq Kφ
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Table 3.2: Spring constant and equilibrium torsion angle for the harmonic poten-

tial, Kϕ and ϕeq used to the MD simulation of 3-pentanone. The number behind

the atomic symbol is compatible with the number showed in Figure 2.1. Units of

Kϕ and ϕeq are kcal/mol/deg.2 and deg..

C6 - C1 = O2 - C3 37.8 180.0 25.8 180.1

H10 - C9 - C6 - C1 53.3 59.6 50.5 61.6

H11 - C9 - C6 - C1 54.0 180.0 50.6 180.3

H12 - C9 - C6 - C1 53.3 -59.6 51.1 -62.1

H14 - C13 - C3 - C1 53.3 59.6 50.5 61.6

H15 - C13 - C3 - C1 54.0 -180.0 50.6 -179.7

H16 - C13 - C3 - C1 53.3 -59.6 51.1 -62.1

Torsion angle Neutral state Radical cationic state
Kφ φeqφeq Kφ

× 39.3 Å × 39.5 Å, as shown in Figure 3.1 and Figure 3.2, respectively. The

TIP3P (transferable intermolecular potential 3 point) model [65] is adopted for

the solvent molecule (water molecule). Particle Mesh Ewald (PME) method [66]

is used for the calculation of coulomb interaction. For the MD simulations of the

radical cationic acetone and 3-pentanone under the periodic boundary conditions,

the operation for neutralization of the system is conducted by adding counter-ion,

Cl−. Cut off length for the coulomb and vdW interactions are 12 Å. A time step

for the MD simulation is 2 fs. The bond length including the hydrogen atom are

constrained by SHAKE method [56].

Energy minimization is performed by the steepest descent method with fixing
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Figure 3.1: Initial solution system for

acetone in neutral state.

Figure 3.2: Initial solution system for

3-pentanone in neutral state.

the heavy atoms of solute molecule. The MD simulations are carried out in the

constant NPT condition with constraints of solute molecule with 50 kcal/mol/Å2

spring constant, and then system temperature is gradually increased in increments

of 50 K from 100 K to 300 K for 100 ps. After that, the NPT -MD simulations

are performed in which the constraints of solute are gradually reduced in incre-

ments of 12.5 kca/mol/Å2 to zero for 100 ps. Finally, the equilibrium NPT -MD

simulations are carried out for 10 ns.

3.3.2 Root mean square deviation

In this study, the thermal equilibration of solute molecule is accessed by analysis

of the Root Mean Square Deviation (RMSD) for the heavy atoms, oxygen and

carbon atoms of the acetone and 3-pentanone, as a function of MD time steps.

the RMSD of solute molecule, (N + 1) -th molecule, is expressed by following
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equation;

RMSD =

(1/N stom
N+1

) Natom
N+1∑

i∈MN+1

|ri − r◦
i |

1/2

(3.16)

where N stom
N+1 is the number of atoms in the (N + 1) -th molecule, i ∈ MN+1 is

the i -th atom in the (N + 1) -th molecule, ri is the coordinate of i -th atom, r◦
i

is the reference coordinate of i -th atom, respectively. The reference coordinate

is defined to the optimized structure. The translation and rotation of solute

molecule are removed on the calculation of RMSD. The whole conformational

change of solute molecule from optimized structure can be found by the analysis

of RMSD of solute molecule.

3.3.3 Radial distribution function

The Radial Distribution Function (RDF), g(r), is suitable in order to analyze the

structure of solvent system surrounding solute molecule. The g(r) is defined as

the ratio of the number density in the whole system and the average of number

density of the other atomic species present at spherical shell of thickness ∆r,

which is located in distance, r, away from one of the atomic species of interest.

In this study, the RDF between the atom Csp2 of the acetone and 3-pentanone

and the oxygen atom of water molecules is analyzed, then the g(r) is expressed

as the following equation;

g(r) =
1

4πr2∆r

V

NOwater

⟨
∆NOwater

(r)
⟩

(3.17)

where V is the system volume, NOwater is the number of oxygen atoms of the water

molecule in the whole system, ∆NCsp2−Owater
is the number of the oxygen atoms

present at the spherical shell. The number of oxygen atoms of the water molecule
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present at inside of distance r from the atom Csp2 of these molecules is derived

from the equation (3.17) as follow;

N(r) = ρOwater

∫ r

0

4πr2g(r)dr (3.18)

where ρOwater is the number density of oxygen atom of water molecule in the whole

system.

3.3.4 Energy distribution function

The excess chemical potential of solute molecule, which is the sampled configu-

ration in the equilibrium MD simulation, in solution is calculated by using the

Energy Representation Module (ERMOD) program packages [67]. In order to

estimate the excess chemical potential, energy distribution functions for the solu-

tion and pure solvent systems and correlation function are prepared according to

the ER method introduced in section 3.2.2 using two MD simulations for these

systems.

For the solution system, the sampled structure of solute molecule obtained

from the equilibrium MD simulation is put in the center of MD cell, and the water

molecules (TIP3P) are arranged around the solute molecule. The MD cell length

for the acetone and 3-pentanone systems is same as that using the equilibrium

MD simulation. The NPT -MD simulation of the solution system is performed

for 300 ps under the same conditions as the equilibrium MD simulation. The

configuration of solute molecule is fixed in this simulation. The coordinates of

the solution system are stored every 10 fs after the system energy is sufficiently

equilibrated, therefore total 30,000 snapshots are prepared for the estimation of

the energy distribution function, ρe.
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On the other hand, for the pure solvent system, the pure water system, which

has the same number of water molecules and the system size as the solution

system, is prepared. The NPT -MD simulation of the pure solvent system is

performed for 100 ps. The coordinates of the pure solvent system are stored

every 1 ps, and 100 snapshots are prepared. After that, the sampled structure,

which is the same configuration as the solution system, is randomly inserted 1,000

times into the pure solvent system of each snapshot: total 100,000 sampling data

are prepared for the estimation of the energy distribution function, ρe0 and the

correlation function χ0.

These procedures are done for all the sampled structures obtained from the

equilibrium MD simulation, to estimate the excess chemical potential, µex, with

the fluctuation of solute conformation in the solution.

3.4 Results and Discussion

The conformation and fluctuation of the organic molecules, acetone and 3-pentanone,

between the neutral and radical cationic states in solution are investigated in the

following subsection, and hydration properties of these molecules are discussed

with the computation of excess chemical potential in the neutral and radical

cationic states.

3.4.1 Conformation and fluctuation in solution

The RMSDs of acetone and 3-pentanone in the neutral and radical cationic states

are shown in Figure A.2 and Figure 3.4. As shown in these Figure, the RMSD of
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Figure 3.3: The RMSD of acetone in the neutral and radical cationic states as a

function of MD time steps.
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Figure 3.4: The RMSD of 3-pentanone in the neutral and radical cationic states

as a function of MD time steps.
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the acetone and 3-pentanone in the neutral and radical cationic states is confirmed

sufficiently equilibrated in a short time. In equilibrium state, the average of

RMSD of acetone in the neutral and radical cationic states is the 0.036 Å and

0.043 Å. The average of RMSD of the 3-pentanone in both of states is the 0.395

Å and 0.467 Å. The RMSD of 3-pentanone in both of states is larger than that

of acetone due to the fluctuation of the dihedral of X-Csp3-Csp2-O in structure

of 3-pentanone. While, the instantaneous values of the RMSD of acetone and 3-

pentanone in the neutral and radical cationic states are in about 1.0 Å compared

with the reference structure (Optimized structure). These results indicate that

the acetone and 3-pentanone in both of states exists as adamant molecule in

solution.

Solution structure of the acetone and 3-pentanone in the neutral and radical

cationic states is shown in Table 3.3. In the Table 3.3, the average value of in-

tramolecular bond length, the O=Csp2 and Csp2-Csp3 for acetone, the Csp3-Csp3 for

3-pentanone, added to those bond length of acetone, and the average value of in-

tramolecular angle, the O=Csp2-Csp3 for acetone, Csp3-Csp3-Csp2 for 3-pentanone,

added to that angle of acetone, are shown. Then Csp2-Csp3, Csp3-Csp3, O=Csp2-

Csp3, and Csp3-Csp3-Csp2 use the average value considered for intramolecular sym-

metry. The changes of intramolecular bond lengths, O=Csp2 and Csp2-Csp2, and

angle, O=Csp2-Csp3, in solution from that in gas phase are +0.002 Å, -0.004 Å,

and -0.4 deg. for acetone in neutral state. The changes of intramolecular bond

lengths , O=Csp2, Csp2-Csp2, Csp3-Csp3, and angle, O=Csp2-Csp3, Csp3-Csp3-Csp2 in

solution from that in gas phase for 3-pentanone are +0.004 Å, +0.012 Å, +0.006

Å, and -0.4 deg., +0.6 deg.. The standard deviations of intramolecular bond
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length and angle of the acetone and 3-pentanone are 0.045 Å and 4.1 deg. at a

maximum, showing that the average value of the intramolecular bond length and

angle of both molecules are obtained from a good convergence with the analysis

of the standard errors, 0.045 × 10−2 Å, 4.1 × 10−2 deg..

On the other hand, the difference of conformation in the neutral and radi-

cal cationic states of the acetone and 3-pentanone in solution is shown in Table

3.3. The bond lengths, O=Csp2 and Csp2-Csp3, and the angle, O=Csp2-Csp3, are

the -0.006 Å and +0.009 Å, -2.2 deg. for acetone. The bond lengths, O=Csp2,

Csp2-Csp3, Csp3-Csp3, and the angles, O=Csp2-Csp3, Csp3-Csp3-Csp2, are the -0.030

Å, +0.052 Å, -0.007 Å, and the -0.1 deg., +0.9 deg. for 3-pentanone. The dif-

ference of standard deviations of the bond length and angle of both of molecules

are 0.073 Å and 6.9 deg. at a maximum, showing a good convergence to the

difference value of the bond length and angle in the neutral and radical cationic

states. These results shows that O=Csp2 and Csp2-Csp3 in the conformation of the

acetone and 3-pentanone in the radical cationic state is diminished and increased

from that in the neutral state. The detailed analysis of these results on the con-

formational change in the neutral and radical cationic states of both of molecules,

for instance, drawing the radial distribution function between the O, Csp2, Csp3 in

these molecules, and the oxygen and hydrogen atoms in water molecule, should

be done with the discussion of hydration properties of both of molecules in the

neutral and radical cationic states; this would be a future work.
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Figure 3.5: RDF between the COM of acetone and the oxygen atom of the water

molecules is shown in the neutral and radical cationic states, the g(N)(r) and

g(N−1)(r). The number of oxygen atoms of the water molecule are shown as a

function of distance from the COM of acetone in the neutral and radical cationic

states, the N(N)(r) and N(N−1)(r)
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Figure 3.6: RDF between the COM of 3-pentanone and the oxygen atom of the

water molecules is shown in the neutral and radical cationic states, the g(N)(r)

and g(N−1)(r). The number of oxygen atoms of the water molecule are shown as

a function of distance from the COM of 3-pentanone in the neutral and radical

cationic states, the N(N)(r) and N(N−1)(r)
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3.4.2 Solvent structure

Radial distribution function (RDF) between the center of mass (COM) of the

solute molecules and the oxygen of the water molecules is investigated for analysis

of solvent structure around the solute molecules, acetone and 3-pentanone, in the

neutral and radical cationic states, as shown in the Figure 3.5 and Figure 3.6.

Comparing the RDF of the acetone and 3-pentanone systems, the first peak of

3-pentanone system is lower than that of acetone because of the difference of

excluded volume in the acetone and 3-pentanone. The Figure 3.5 and Figure 3.6

shows that the oxygen atoms of the water molecules are located more close to

around the solute molecule in neutral state than that in radical cationic state

both of acetone and 3-pentanone. This is because the attractive interactions

between the positively charged solute molecule and surrounding water molecules

in the solution of molecule in the radical cationic state become more strong than

that in the neutral state.

3.4.3 Excess chemical potential

The different 400 configurations are evenly taken from 0 ns to 10 ns to calculate

the average of the excess chemical potential of the acetone and 3-pentanone in

the neutral and radical cationic states. The excess chemical potentials of acetone

and 3-pentanone in the neutral and radical cationic states are estimated by the

energy distribution functions ρe and ρe0 in the solution and pure solvent systems,

which are shown in the Figure 3.7 and Figure 3.8. The convergences of the

average of excess chemical potential of acetone and 3-pentanone are accessed by

plotting those as a function of the number of configurations in the neutral and
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Figure 3.7: The energy distribution function ρe(ε) and ρe0(ε), which are averaged

on the 400 configurations, for acetone in the neutral (N) and radical cationic

(N + 1) states.
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Figure 3.8: The energy distribution function ρe(ε) and ρe0(ε), which are averaged

on the 400 configurations, for 3-pentanone in the neutral (N) and radical cationic

(N + 1) states.
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radical cationic states (see Figure 3.9 and Figure 3.10). The average values of

excess chemical potential of both molecules are shown to be sufficiently converged

with 400 snapshots in the neutral and radical cationic states. The results of ex-

cess chemical potential of these molecules are listed in Table 3.4. The average

Table 3.4: Excess chemical potentials, ∆µex, of acetone and 3-pentanone in the

neutral and radical cationic states. The units are in kcal/mol. The values in

parentheses show the standard deviation.

Molecule State Experimental data a

Acetone Neutral -2.30 (0.16) -3.80

Radical cation -34.79 (2.62) ���

3-pentanone Neutral -0.43 (0.16) -3.41

Radical cation -27.89 (2.95) ���

  Calculated 

a Experimental data of the solvation free energies for acetone and 3-pentanone in water at

25 � from Ref. [***]

Δµ ex

values of the excess chemical potential of the acetone and 3-pentanone in the

neutral state are the -2.30 kcal/mol and -0.43 kcal/mol, respectively. The values

of the standard deviation of these molecules are 0.16 kcal/mol and 0.16 kcal/mol,

showing a good convergence of the calculations of excess chemical potential of

these molecules. The present of the average of ∆µ(N) of acetone is reasonably

agreement with the experimental data, -3.80 kcal/mol [71]. The excess chemical

potential of 3-pentanone in the neutral state is larger than that of acetone, show-

ing larger hydrophobicity of the 3-pentanone. This should be due to the addition

of the hydrocarbons at the end of acetone molecule. The similar hydration char-
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(N−1), as a function of the

number of configurations.
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acter can be shown in the experimental data (see Table 3.4). The difference of

excess chemical potential of 3-pentanone between computation and experiment

is 2.98 kcal/mol, showing that the computation of excess chemical potential of

3-pentanone is larger than that of experimental data. This could be due to the

constraints of torsion angle in the 3-pentanone; because of the constraints of

the torsion angle, the molecular conformations, which have better affinity with

conformations of surrounding water molecules, could not be sampled in the MD

simulation, resulting in the larger excess chemical potential of the 3-pentanone.

However, if the revolution of methyl group is free, the sampling efficiency from

MD simulation is considered to be down. The constraints of the torsion angle

is considered to be not really matter due to subtract of the excess chemical po-

tential in the neutral and the radical cationic states when the ionized effect of

excess chemical potential of these molecules. There could be other possibility

that the hydrophobicity of the added methyl group to acetone is overestimated

due to the improper L-J parameters, which is transferred from AMBER force

field 03 (parm99). The improvement of the simulation condition and the force

field parameters should be done for more accurate estimation; this would be a

future work.

The average values of the excess chemical potential of the acetone and 3-

pentanone in the radical cationic state are the -34.79 kcal/mol and -27.89 kcal/mol,

respectively. The values of the standard deviation of these molecules are 2.62

kcal/mol and 2.95 kcal/mol, respectively. Comparing the excess chemical poten-

tial of acetone and that of 3-pentanone in the radical cationic state, the excess

chemical potential of 3-pentanone is larger than that of acetone. The standard
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deviation of excess chemical potential of 3-pentanone is smaller than that of ace-

tone. These values show the similar results with the comparison of the excess

chemical potential of the acetone and 3-pentanone in the neutral state. The re-

sultant excess chemical potential of the acetone and 3-pentanone in the cationic

state are shown to be much lower on average, about 30 kcal/mol, than those in

the neutral state. From the results, both of acetone and 3-pentanone in the rad-

ical cationic state are stable in solution whether the standard deviation of excess

chemical potential of both molecules in the radical cationic state is larger than

that in the neutral state. Thus, the ionization effect on the computation of excess

chemical potential is significant in both of molecules.

3.5 Concluding Remarks

This chapter studies the structure and hydration properties of the acetone and

3-pentanone in the neutral and radical cationic states by using the molecular

dynamics (MD) simulation in solution and the free energy calculation, including

the meaning of test of the force field parameters developed in chapter 2. The

excess chemical potential of each molecule in the neutral and radical cationic

states are estimated by energy representation (ER) method. The computation of

excess chemical potential of acetone in neutral state is close to the experimental

data, while that of the 3-pentanone is larger than the experimental data. This

difference of computation of 3-pentanone might be caused by the constraints of the

torsion angle of intramolecule and the improper L-J potential parameter of methyl

group assigned by AMBER force field 03 (parm99). However, the estimated

excess chemical potential of 3-pentanone is larger than that of acetone in both
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of states, showing similar tendency with the experimental data. The evaluated

excess chemical potentials of the acetone and 3-pentanone in the cationic state are

shown to be much lower (30 kcal/mol on average) than those in the neutral state,

showing that the ionization effect of acetone and 3-pentanone on the estimation

of excess chemical potentials should be significant in both of molecules.





CHAPTER 4

A Hybrid Type Approach With

MD and DFT Calculations:

Evaluation of Redox Potential of

Organic Compounds

4.1 Introduction

The purposes of this chapter is to present a simple procedure to calculate the

redox potentials of the small organic molecules, acetone and 3-pentanone, by using

a hybrid type calculation with the molecular dynamics (MD) simulation and the

density functional theory (DFT) calculation and to estimate the redox potential

of the simple small molecules, acetone and 3-pentanone, by our conventional

approach. In this hybrid method, the thermodynamics cycle model of the redox

reaction is used to estimate the value of redox potential. The ionization free

55
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energy of the molecules in gas phase is calculated by the DFT method for the

sampling configurations taken from the MD simulation. The excess chemical

potential according to the thermodynamic cycle model is calculated by the energy

representation (ER) method, as shown in chapter 3. The redox potential of the

molecules is discussed in relation to the difference of the redox potentials between

the molecules with the experimental data.

4.2 Computational Procedure

The computational procedure to evaluate the redox potential of organic molecule

is based upon the popular methods [22, 23, 24, 26, 36] with calculation of standard

Gibbs free energy of redox reaction using the thermodynamics cycle model.

4.2.1 Redox potential

The standard redox potential, E◦, can be expressed by the Nernst equation with

the free energy change in oxidation reaction, ∆G, as following equation;

E◦ = ∆G/nF + ENHE, (4.1)

where F is the Faraday constant (96,485.3365 C/mol) and n is the number of

electrons related to the oxidation reaction, respectively. In the equation (4.1),the

standard state is commonly associated with the reference normal hydrogen elec-

trode (NHE),

H+(solv) + e−(gas) → 1/2H2(gas). (4.2)

The NHE potential has known to be -4.44 V in theoretical study and has used to

estimate the standard redox potential of several molecules [58].
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4.2.2 Gibbs free energy of redox reaction

In this study, the free energy of solute molecule in solution, G, is defied using

the chemical potential of solute molecule in solution is expressed by the equation

(3.12) and (3.13) introduced in chapter 3 and the average of total energy of solute

molecule in solution, E. Then the G is given as following equation;

G = kBT log
(
ρΛN+1

3
)
+ µex + E (4.3)

The free energy change in oxidation reaction, ∆G, is difference of the free energy

between the reduced and oxidized states in solution. The kBT log
(
ρΛN+1

3
)
of

the first term in equation (4.3) is neglected in the case of same density of solute

molecule in the reduced and oxidized states. Therefore, the ∆G is given by

the following equation according to the thermodynamic cycle model as shown in

Figure 4.1,

∆G = ∆E +
{
∆µex

(N−1) −∆µex
(N)

}
(4.4)

∆E = E(N−1) − E(N), (4.5)

where ∆E means the ionization free energy in gas phase, and E(N) and E(N−1)

are the total energy of the reduced and the oxidized molecules, respectively. N

denotes the valence of the molecule. ∆µex
(N) and ∆µex

(N−1) are the excess chemical

potential of the reduced and the oxidized molecules, respectively. In this study,

the reduced and oxidized states denote the neutral and radical cationic states.

In order to estimate the ionization free energy, the average of total energy

in gas phase by sampled configurations obtained from the MD simulation of the

molecules in water solvation are calculated. The average of the ionization free
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Δµ N−1( )
exΔµ N( )

ex

ΔE

ΔG

Red (gas)� Ox (gas)�

Red (solv)� Ox (solv)�

Figure 4.1: Thermodynamic cycle model used in calculation of free energy change

in oxidation reaction. ”Red (gas)” and ”Ox (gas)” indicates the reduced and the

oxidized molecules in gas phase, and ”Red (solv)” and ”Ox (solv)” indicates

the reduced and the oxidized molecules in salvation. The free energy change is

evaluated without computing excess chemical potential of an excess electron.

energy is calculated by the DFT calculation with the B3LYP method [59, 60]

and 6-31+G(d,p) basis set [61, 62]. The excess chemical potential of molecules is

estimated by using the energy representation (ER) method with MD simulation,

which is evaluated and discussed in chapter 3.

4.3 Results and Discussion

The ionization free energy of process shown in Figure 4.1 is discussed in the

following subsection, and the redox potential of the molecules are also discussed in



4.3. RESULTS AND DISCUSSION 59

relation to the difference of the redox potential for the two molecules as mentioned

in the introduction.

4.3.1 Ionization free energy

The different 400 configurations are evenly taken from each equilibrium system

obtained by the MD simulations to calculate the average of the ionization free

energy. Figure 4.2 and Figure 4.2 shows the average values of total energy of each

molecule as a function of number of configurations, showing that the total en-

ergy E(N) and E(N−1) for the acetone and 3-pentanone in the neutral and radical

cationic states are sufficiently converged in a kcal/mol. The values of the total

energy E(N) and E(N−1) are -121,217.2 kcal/mol and -120,996.4 kcal/mol, respec-

tively. On the other hand, the values of the E(N) and E(N−1) for 3-pentanone are

-170,559.2 kcal/mol and -170,348.0 kcal/mol, respectively. The values of standard

deviation of the E(N) and E(N−1) are 1.0 kcal/mol and 0.9 kcal/mol for acetone,

and 1.4 kcal/mol and 1.3 kcal/mol for 3-pentanone, respectively. The standard

deviation of the total energies is arising out of the configurations sampled from

the MD simulation. The average of the ionization free energies, ∆E, of acetone

and 3-pentanone are presented in Table 4.1. The value of the average of ∆E of

each molecule becomes 220.8 kcal/mol and 211.2 kcal/mol with the standard de-

viations, 1.4 kcal/mol and 1.9 kcal/mol, respectively. The present of the average

of ∆E of the acetone and 3-pentanone are not so different from the previous re-

sults of the ionization potentials obtained by the optimization in gas phase by the

DFT calculations in chapter 2, which are the 220.9 kcal/mol and 212.0 kcal/mol,

and from the first adiabatic ionization energies in gas phase [70], which are the

223 kcal/mol and 215 kcal/mol.
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Figure 4.2: The average of the total energies for acetone in the neutral and radical

cationic states, E(N) and E(N−1), as a function of the number of configurations.
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Figure 4.3: The average of the total energies for 3-pentanone in the neutral

and radical cationic states, E(N) and E(N−1), as a function of the number of

configurations.
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4.3.2 Standard redox potential

From the results of the ionization free energy and the excess chemical potential of

each state, the standard Gibbs free energy, ∆G, and the standard redox potential,

E◦, of each molecule are estimated according to equation (4.4) and (4.1). The

values of ∆G for acetone and 3-pentanone become 188.3 kcal/mol and 183.7

kcal/mol shown in Table 4.1, respectively. The values of standard deviation

of ∆G for each molecule are 3.0 kcal/mol and 3.5 kcal/mol, respectively. The

standard redox potential E◦ of each molecule becomes 3.7 V for acetone and 3.5

V for 3-pentanone with the standard deviations, 0.1 V and 0.2 V, respectively.

The E◦ of each molecule is different from the experimental values, which is 0.16

V and 0.14 V for acetone and 3-pentanone, respectively [72]. According to our

conventional approach, the discrepancies of the values of standard redox potential

of the each molecule between the computation and experiment might arise from

the effect of the excess chemical potential on the oxidized state of the molecule

Table 4.1: The average of ionization free energies, ∆E, the average of excess

chemical potentials of molecule in the neutral and the radical cationic states,

∆µex
(N) and ∆µex

(N−1), and the standard Gibbs free energies ∆G of redox reaction,

for the acetone and 3-pentanone. The units are in kcal/mol. The values in

parentheses show the standard deviation.

Molecule

 Acetone 220.8 (1.4) -2.3 (0.2) -34.8 (2.6) 188.3 (3.0)

 3-pentanone 211.2 (1.9) -0.4 (0.2) -27.9 (3.0) 183.7 (3.5)

Δµ N( )
ex Δµ N−1( )

exΔE ΔG
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in solvation in computational procedure. The detailed discussions of the effect of

the number of water molecules in the simulation cell and the counter-ion on the

calculation of the excess chemical potential of the radical cationic molecule are

given in appendix B. To agree the computations of the standard redox potential of

molecules with the experiments, the effect of the counter-ion in solvation should

be sufficiently investigated in the future.

4.3.3 Relative value of redox potentials

In order to counter the effect of the number of water molecules and the counter-

ion on the calculation of the excess chemical potential of the radical cationic

state, the difference of the redox potentials, ∆E◦, of each molecule is focused on

the computations of the standard redox potential of the molecules, acetone and

3-pentanone. The ∆E◦ is calculated by the following equation,

∆E◦ = E◦
acetone − E◦

3−pentanone (4.6)

= ∆ (∆G) /F. (4.7)

where ∆ (∆G) is the difference of standard Gibbs free energies between acetone

and 3- pentanone. From the result of the ∆G of each molecule, the values of

∆ (∆G) and ∆E◦ become the 4.6 kcal/mol and 0.2 V by the equation (4.6) with

the standard deviations, the 4.6 kcal/mol and 0.2 V, respectively. The results

of ∆ (∆G) and ∆E◦ are in agreement with the experimental data, which is 0.4

kcal/mol and 0.02 V [72], within the standard deviations, respectively. It is con-

sidered that the effect of the counter-ion in the system of the radical cationic state

is countered by calculating the difference of the standard Gibbs free energy be-

tween each molecule. These results suggest that the redox reaction with electron
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transfer between molecules might be discussed by using the present computational

procedure from the viewpoint of the difference of the redox potential.

4.4 Concluding Remarks

In this chapter, a simple procedure to evaluate the redox potential of molecules

have been presented by using a hybrid type calculation with molecular dynamics

(MD) and density functional theory (DFT) calculations. The redox potential

of the molecules, acetone and 3-pentanone, is calculated by our conventional ap-

proach. The free energy change in redox reaction is estimated from the ionization

free energy in gas phase and the excess chemical potential according to the ther-

modynamic cycle model. The average of the ionization free energy and the excess

chemical potential have been calculated by the sampled configurations obtained

from the MD simulation of the molecules in the neutral and radical cationic states.

The redox potential of the molecules calculated by the present procedure have

been discussed in relation to the difference of the redox potentials. The differ-

ence of the redox potentials between acetone and 3-pentanone obtained by the

results of these calculations is in agreement with the experimental data within the

standard deviation. These results suggest that the redox reaction with electron

transfer between molecules by using the present computational procedure might

be discussed from the viewpoint of the difference of the redox potential.



CHAPTER 5

General Conclusion

This thesis has presented a simple calculation method to estimate the redox po-

tential of molecules by using a thermodynamic cycle model with a hybrid type

method with molecular dynamics (MD) and density functional theory (DFT) cal-

culations, as shown in chapter 4. In this method, the redox potential of molecules

are calculated by estimation of ionization free energy and excess chemical poten-

tials of molecules in the neutral and radical cationic states in solution. In order

to obtain the solute structures in solution, the all atom MD simulation of the

molecules in neutral and radical cationic states using explicit water model have

performed in chapter 3 with the force field parameters developed in chapter 2.

In this thesis, the redox potential of the simple small molecules, acetone and

3-pentanone, evaluated by the conventional approach. Firstly, the optimized

structures and the force field parameters in the reduced and oxidized state, which

are considered as the neutral and radical cationic states for the organic molecules,

have been presented. The optimized structure and the force field parameter

are estimated by the DFT-B3LYP/6-31+G(d,p) calculations, which are higher
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level than that used at AMBER force field parameters (parm99). The optimized

structure of acetone in the neutral state are comparative with the experimental

measurement. The ionization potentials obtained by the estimation of the total

energies of the optimized structures between the neutral and radical cationic

states are good agreement with the experimental data. The determined partial

charges of these molecules reproduce the dipole, which is in agreement with the

experimental data.

Using developed these force field parameters, the MD simulation of these

molecules have been performed for 10 ns in the neutral and radical cationic states.

From the results of the MD simulations, the structure and hydration properties

of the acetone and 3-pentanone in the neutral and radical cationic states are

investigated to calculate the redox potential of these molecules. For the estimation

of the excess chemical potential of the molecules, the energy representation (ER)

method is used. The computation of excess chemical potential of acetone in

neutral state is close to the experimental data, while that of the 3-pentanone is

larger than the experimental data. This difference of computation of 3-pentanone

might be caused by the constraints of the torsion angle of intramolecule and the

improper L-J potential parameter of methyl group assigned by AMBER force field

03 (parm99). However, the estimated excess chemical potential of 3-pentanone

is larger than that of acetone in both of states, showing similar tendency with

the experimental data. The excess chemical potentials of these molecules in the

cationic state are shown to be much lower (30 kcal/mol on average) than those in

the neutral state, showing that the ionization effect of acetone and 3-pentanone

on the estimation of excess chemical potentials should be significant in both of
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molecules.

Taking the excess chemical potentials of acetone and 3-pentanone in the neu-

tral and radical cationic states, and adding the estimation of ionization free en-

ergies of these molecules using the sampling configurations taken from the MD

simulations in solution, the redox potential of acetone and 3-pentanone are esti-

mated with the presented conventional approach. The values of the redox poten-

tial is 3.7 V for acetone and 3.5 V for 3-pentanone, showing the discrepancies of

the experimental data, 0.16 V and 0.14 V, respectively. The values of standard

deviation is 0.1 V for acetone and 0.2 V for 3-pentanone, respectively. The dis-

crepancies of redox potential of these molecules between the computation and the

experiment is might be occurred to the effect of the number of water molecules

in the simulation cell and the counter-ion on the calculation of the excess chem-

ical potential of the radical cationic molecule. The detailed discussions of the

effect of those are given in appendix B. In order to counter these effects, the

redox potential of the molecules calculated by the present procedure have been

discussed in relation to the difference of the redox potentials. The difference of

the redox potentials between acetone and 3-pentanone obtained by the results

of these calculations is 0.2 V with the standard deviation, 0.2V, showing agree-

ment with the experimental data within the standard deviation. From the result,

the redox reaction with electron transfer between molecules by using the present

computational procedure might be discussed from the viewpoint of the difference

of the redox potential.

On the other hand, the presented computational method to estimate the redox

potential is investigated whether it is possible to apply to the proteins. In ap-
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pendix A, the redox potential of metalloprotein, azurin, has been estimated with

the similar computational method in the case of organic molecules. However,

the ionization free energy of the protein in solution according to the thermody-

namic cycle model is calculated by the quantum mechanics/molecular mechanics

(QM/MM) calculations. The evaluated redox potential of the protein have been

also compared with the experimental data and discussed the redox potential of

the protein with computation of the difference of redox potential between the pro-

tein and the organic molecules, acetone and 3-pentanone, evaluated in chapter

4.

While, the development of the computational method to remove the errors of

the computation of redox potential of these molecules with the experimental value

are interested. Appendix C has presented development of computational method

to estimate the redox potential of the molecules using the spherical boundary MD

simulation, as a incoming valuable introduction.



APPENDIX A

A Hybrid Type Approach With

MD and QM/MM Calculations:

Evaluation of Redox Potential of

Metalloprotein

A.1 Introduction

This thesis has presented mainly a hybrid type approach with molecular dynamics

(MD) and density functional theory (DFT) calculations for evaluation of redox

potential of the organic molecules. The results of redox potential of the molecules

estimated by the hybrid type method in chapter 4 have shown the possibility to

discuss from the viewpoint of the difference of the redox potential. However, the

presented computational method should be investigated whether it is apply to

the proteins, indeed.
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The purpose of this appendix is to calculate the redox potential of metal-

loprotein, azurin, by a hybrid type approach with MD and quantum mechan-

ics/molecular mechanics (QM/MM) calculations. Basic computational procedure

and method are similar with the hybrid type approach with MD and DFT calcu-

lations, however, ionization free energy in solution is estimated by the QM/MM

calculations. From these results, the evaluated redox potentials of the protein are

compared with the experimental data and between the protein and the organic

molecules, acetone and 3-pentanone, evaluated in chapter 4.

A.2 Materials

The X-ray structure of azurin is obtained from the protein data bank (PDB),

4AZU in the reduced state [73, 74] and 1E5Y in the oxidized state [75, 76]. The

structure of azurin, which is blue copper protein of 128 amino acids, consist of

eight β-strands forming two β-sheets. The active site of azurin is coordinated by

three ligands: Nδ of His 46, Nδ of His 117 and Sγ of Cys112, forming an equatorial

plane around the copper. Moreover, two weaker ligands are present: S of Met121

and the carbonyl group of Gly45. Structure of azurin in reduced state are shown

in Figure A.1.

A.3 Computational Procedure

Computational procedure is similar with chapter 4. However, the ionization free

energy of the protein in water solvent are estimated by the QM/MM calculations.

The computational method show the following subsection.
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Figure A.1: The X-ray structure of Azurin in the reduced and oxidized states.

This Figure is done RMS fit between the reduced and oxidized states.
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A.4 Computational Details

A.4.1 Molecular dynamic simulation

The MD simulation of the blue copper protein, azurin, in the reduced and oxi-

dized states in water solvent is performed with the AMBER 11 program packages.

For the MD simulations of the protein in the reduced and oxidized states, the

force field parameter of the stretching vibration, angle bending of active site are

originally developed from the dependence of the total energy of the molecule on

the bond and angle in the structure of protein by the DFT-B3LYP/6-31G(d,p)

calculations. The partial charge of the active site of protein is determined by the

Merz-Singh-Kollman method, which is RESP charge. Others force filed parame-

ters are adopted by the Amber force field (parm99).

For the MD simulation, Langevin thermostat and barostat are used to control

system temperature (T = 300 K) and the pressure (P = 1 atm). The azurin are

solvated by 15,065 water molecules in a cubic box with 80.3 Å × 74.2 Å × 80.3 Å.

The TIP3P (transferable intermolecular potential 3 point) model [65] is adopted

for the solvent molecule (water molecule). Particle Mesh Ewald (PME) method

[66] is used for the calculation of coulomb interaction. For the MD simulations

of the reduced and oxidized azurin under the periodic boundary conditions, the

operation for neutralization of the system is conducted by adding counter-ion, 3

Na+ for reduced azurin and 2 Na+ for oxidized azurin. Cut off length for the

coulomb and vdW interactions are 12 Å. A time step for the MD simulation is

2 fs. The bond length including the hydrogen atom are constrained by SHAKE

method [56].
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Energy minimization is performed by the steepest descent method with fixing

the heavy atoms of solute molecule. The MD simulations are carried out in the

constant NPT condition with constraints of solute molecule with 50 kcal/mol/Å2

spring constant, and then system temperature is gradually increased in increments

of 10 K from 0 K to 300 K for 300 ps. After that, the NPT -MD simulations are

performed in which the constraints of solute are gradually reduced in increments

of 1.0 kca/mol/Å2 to zero for 500 ps. Finally, the equilibrium NPT -MD simula-

tions are carried out for 20 ns.

A.4.2 Hybrid QM/MM calculation

The ionization free energy is calculated by using the quantummechanics/molecular

mechanics (QM/MM) calculations. In this study, The QM region is defined by

the active site of the protein. The MM region is defined by the non-active site

of the protein and the solvent molecule. Then, the MM is the point charge. The

total energy E of solute molecule is defined by the following equation;

E =
⟨
ΦQM/MM|ĤQM/QM|ΦQM/MM

⟩
, (A.1)

where ĤQM/QM is total hamiltonian for the QM region. ΦQM/MM is calculated

with the following equation;⟨
ΦQM/MM|Ĥ total

QM/MM|ΦQM/MM

⟩
= Etotal

QM/MM. (A.2)

Then, the total hamiltonian, Ĥ total
QM/MM is expressed by the follow;

Ĥ total
QM/MM = ĤQM/QM + ĤQM/MM +HMM/MM, (A.3)

where ĤQM/MM, HMM/MM are the hamiltonian of the interaction of wave function

and MM point charges, the interaction energy between the pointe charges, re-
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spectively. It is significant to consider the QM/MM boundary condition. In this

study, link atoms method is adopted to the QM/MM boundary condition.

A.4.3 Energy distribution function

The NPT -MD simulation of the solution system is performed for 1 ns under the

same conditions as the equilibrium MD simulation. The configuration of solute

molecule is fixed in this simulation. The coordinates of the solution system are

stored every 10 fs after the system energy is sufficiently equilibrated, therefore

total 100,000 snapshots are prepared for the estimation of the energy distribution

function, ρe. TheNPT -MD simulation of the pure solvent system is performed for

1ns. The coordinates of the pure solvent system are stored every 1 ps, and 1,000

snapshots are prepared. After that, the sampled structure, which is the same

configuration as the solution system, is randomly inserted 1,000 times into the

pure solvent system of each snapshot: total 1,000,000 sampling data are prepared

for the estimation of the energy distribution function, ρe0 and the correlation

function χ0.

A.5 Results and Discussion

The root mean square deviation (RMSD) of the backbone atoms (Cα) of azurin in

the reduced and oxidized states. The RMSD showed that both system of azurin

is sufficiently equilibrated after 14 ns, both of states.

The averaged total energy of reduced and oxidized states, E(N) and E(N+1),

are -2,614,628.4 kcal/mol and -2.614,538.6 kcal/mol, respectively. The standard
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Figure A.2: The RMSD of azurin in the reduced and oxidized states as a function

of MD time steps.
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deviation of E(N) and E(N+1) are 5.2 kcal/mol and 5.9 kcal/mol, respectively. The

averaged ionization free energy, ∆E, is 90.0 kcal/mol with standard deviation,

7.9 kcal/mol. On the other hand, the excess chemical potentials in the reduced

and oxidized states are -985.2 kcal/mol and -884.3 kcal/mol, with the standard

deviation, 16.6 kcal/mol and 14.7 kcal/mol respectively.

From these results, the free energy change in oxidation reaction, ∆G, and

the redox potential, E◦, is 190.9 kcal/mol and 3.8 V, respectively. The standard

deviations of each value are 23.5 kcal/mol and 1.0V, respectively. The result of

redox potential is much larger than the experimental data, 0.32 V.

The differences of ∆G and E◦ between the azurin and acetone is 2.6 kcal/mol

and 0.14 V with the standard deviation, 23.7 kcal/mol and 1.0 V, respectively.

The differences of those between the azurin and 3-pentanone is 7.2 kcal/mol and

0.34 V with the standard deviation, 23.8 kcal/mol and 1.0 V, respectively. While,

the differences of that between the azurin and acetone in the experimental data

are 3.5 kcal/mol and 0.15 V, respectively. The differences of those between the

azurin and 3-pentanone in the experimental data are 4.0 kcal/mol and 0.17 V,

respectively. These computational values of average ∆G and E◦ show an agree-

ment with the experimental data more than the difference of ∆G and E◦ between

the acetone and 3-pentanone. This result show that the presented computational

approach to estimate the redox potential of molecules is possible to apply to

the proteins. However, the standard deviations of the difference of ∆G and E◦

between the azurin and acetone and between the azurin and 3-pentanone are

too much larger than that between the acetone and 3-pentanone. The source

of this large standard deviation is due to the excess chemical potentials of the
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molecules. The development of computational approach including the method

for the calculation of excess chemical potential is future work.

A.6 Summary

This appendix estimates the redox potential of metalloprotein, azurin, by using

the hybrid type method with molecular dynamics (MD) and quantum mechan-

ics/molecular mechanics (QM/MM) calculations. The value of the redox poten-

tial of metalloprotein, azurin, is different from the experimental data. However,

the difference of the redox potential between the azurin and the other organic

molecules is an agreement with the experimental data. This result show that the

presented computational approach to estimate the redox potential of molecules

is possible to apply to the proteins.





APPENDIX B

Effect of Counter-ion on

Evaluation of Redox Potential

B.1 Introduction

In chapter 4, the evaluated redox potentials of the organic molecules, acetone and

3-pentanone, by the conventional approach in this study have the discrepancies

of the values between the computations and experiments. These results should

be analyzed the details, even though the relative value of the redox potentials of

these molecules is even better.

The purpose of this appendix is to investigate the source of the disagreements

of the redox potentials of the organic molecules with those of experimental values.

One of the possibilities of the disagreements is the treatment of the long range

interaction of the radical cationic state of the solutes with water molecules. The

number of water molecules in the simulation cell might be insufficient to consider

the long range interactions. In this study, for the decision of the number of water
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molecules, the radial distribution function (RDF) of the center of mass (COM)

of solute molecule and oxygen of water molecule pairs is analyzed in the systems

of the acetone and 3-pentanone in the neutral and radical cationic states. These

results of RDF show that the second peak is located at about 7.6 Å and 8.2 Å

8.5 Å in the acetone and 3-pentanone system, respectively, and the structuring

of water make no nearly appearance to the more region, as shown in Figure 3.5

and Figure 3.6. In this study, cell size more than twice the cell-box of the size

of structuring region of water in each system. Takahashi and co-workers has

presented the standard reduction free energy of flavin ring in the condition of 676

water molecules by using the quantum mechanics/molecular mechanics molecular

dynamics (QM/MM-MD) simulations and has obtained the reasonable result of

9.6 kcal/mol in the comparison with the experimental data [36]. This report

would be helpful for understanding use of the number of water molecules in this

study. However, the dependence of the excess chemical potential is not only the

structure of solute and solvent molecules, but also energy between the solute

and solvent molecules. Therefore, the estimation of the excess chemical potential

requires the investigation of the effect of the number of water molecules.

Another possibilities is the effect of the counter-ion in the system of radical

cationic state of the solute molecule on the calculation of excess chemical potential

by the energy representation (ER) method. In this study, along the scheme of

ER method, the radical cationic solute molecule and the trajectory of pure water

system in neutral state are used to estimate the energy distribution function in the

pure solvent system ρe0. However, in the calculation of that in the solution system

ρe, the trajectory of neutralized system by using the counter-ion is adopted. Thus,
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these energy distribution function are estimated from the systems not agreement

the charge of system.

From these consideration, this appendix computes the excess chemical po-

tential of molecule, acetone, increasing the number of water molecules and the

sampling data to estimate the energy distribution functions, ρe and ρe0.

B.2 Computational Details

Computational details of the excess chemical potential are similar with that shown

in chapter 3. In this appendix B, the dependence of the excess chemical potential

from the number of water molecules are investigated in the case of 1,425 (used in

chapter 3 and chapter 4), 2,850, 4,275 as the number of water molecules, called

1,425 solvent system, 2,850 solvent system, 4,275 solvent system, including the

case of solution system in this appendix. The system sizes of 1,425, 2,850, and

4,275 solvent system is 36.5 Å × 34.3 Å × 34.6 Å, 45.7 Å × 43.4 Å × 43.9 Å,

and 52.3 Å × 50.0 Å × 50.0 Å. The NPT -MD simulation of the solution system

is performed for 1 ns: total 100,000 snapshots are prepared for the estimation

of the energy distribution function, ρe. While, the NPT -MD simulation of the

pure solvent system is performed for 300 ps: total 100,000 sampling data are pre-

pared for the estimation of the energy distribution function, ρe0, which sampling

is similar with that shown in chapter 3. The result of the investigation of the

dependence of the excess chemical potential from the number of sampling for the

estimation of ρe0 is confirmed.
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B.3 Results and Discussion

B.3.1 Dependence of redox potential from the number of

water molecules

Table B.1 show the dependence of the excess chemical potential of acetone in the

neutral and radical cationic states, µex
(N) and µex

(N+1), the free energy change in

oxidation reaction, ∆G, redox potential, E◦ from the number of water molecules.

As shown in Table B.1, there is no dependence of the µex
(N) from the number

of water molecules, showing similar values with computational value in chapter

3, -2.3 kcal/mol. However, the µex
(N+1) in the 1,425, 2,850 and 4,275 solvent

system are the -36.43 kcal/mol, -35.55 kcal/mol and -34.57 kcal/mol with the

standard deviations, 1.51 kcal/mol, 1.40 kcal/mol and 2.39 kcal/mol, respectively.

In proportion of the value of µex
(N+1), the E

◦ in the 1,425, 2,850 and 4,275 solvent

system are the 3.65 V, 3.69 V and 3.73 V with the standard deviations, 0.09 V,

Table B.1: Dependence of the excess chemical potential in the neutral and radical

cationic states, µex
(N) and µ

ex
(N+1), the free energy change in oxidation reaction, ∆G,

redox potential, E◦ from the number of water molecules. Units of the µex
(N), µ

ex
(N+1),

∆G and the E◦ are the kcal/mol and the V.

1,425 -2.29 (0.23) -36.43 (1.51) 186.67 (2.05) 3.65 (0.09)

2,850 -2.32 (0.22) -35.55 (1.40) 187.58 (1.97) 3.69 (0.09)

4,275 -2.27 (0.24) -34.57 (2.39) 188.51 (2.77) 3.73 (0.12)

Δµ N( )
ex ΔGΔµ N−1( )

ex E !Nwater
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0.09 V and 0.12 V, respectively. These results show unstable of excess chemical

potential by increasing the number of water molecules.

In order to investigate that reason, the average of excess chemical potential

of acetone in the radical cationic state, µex
(N−1), using a configuration of 10 ns

is plotted in Figure B.1. With the Figure B.1, change of distance between the

center of mass (COM) of acetone and the counter-ion is plotted in Figure B.2.

These Figures compares the excess chemical potential and the distance between

the COM of acetone and the counter-ion of acetone with the number of water

molecules. As shown in Figure B.1 and Figure B.2, it is found that behavior

of the counter-ion effects to the excess chemical potential of the molecule. This

result show that the effect of the number of sampling for solution system to the

excess chemical potential is the effect of the state probability of the counter-ion

in simulation cell. Therefore, increasing the number of sampling or the number of

water molecules (it is mean the system size), the effect of the counter-ion might

be small because it is considered that the number of sampling for solution system,

which means the distribution of counter-ion in the simulation cell, is insufficient.

Then, the number of sampling for the solution system is increased to 1,000,000

in order to investigate the effect of the number of sampling for the solution system.

Firstly, Figure B.3 show the state probability distribution of distance between the

COM of acetone and the counter-ion. The Figure B.3 show that the more the

number of water molecules increase, the more snapshot existed the counter-ion

remote from the solute molecule can be sampled from the MD simulation for

the solution system. The average of the difference of excess chemical potential,

∆(∆µex
(N−1)), of acetone between the 1,425 and 2,850 solvent systems and between
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Figure B.1: The average of excess chemical potential of acetone in the radical

cationic state, µex
(N−1), using a configuration of 10 ns as a function of the number

of samples for solution system.
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as a function of the number of samples for solution system.
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the 1,425 and 4,250 solvent systems, as shown in Figure B.4. The average of the

∆(∆µex
(N−1)) between the 1,425 and 2,850 solvent systems is gradually reduced

and has negative value in 1,000,000 -th sampling. While, The average of the

∆(∆µex
(N−1)) between the 1,425 and 4,250 solvent systems is converged with pos-

itive value. From a viewpoint of the state probability distribution of distance

between the COM of acetone and the counter-ion, the average of the ∆(∆µex
(N−1))

between the 1,425 and 4,250 solvent systems is considered to be more negative

charge than that between the 1,425 and 4,250 solvent systems. From these results,

remarkably stable region might exist around the solute molecule in the solution

system containing the counter-ion. These results should be more investigated

with the free energy profile on the distance between the COM of acetone and the

counter-ion and so on: this would be a future work.

B.4 Summary

This appendix investigates the source of the disagreements of the redox potential

of the organic molecules with those experimental data, shown in chapter 4. In

order to investigate this source, the effects of the number of water molecules and

the counter-ion on the computation of excess chemical potential in the radical

cationic state of acetone are investigated with re-calculation of the excess chemical

potential in solution system by the energy representation (ER) method increasing

the number of water molecules and sampling in solution system to estimate the

energy distribution function for solution system. The results of these calculations

show that the one of the source of the disagreements of the redox potential with

the experiment is the effect of counter-ion on the calculation of excess chemical
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potential of radical cationic molecule and the redox potential of molecule.





APPENDIX C

Computation of Redox Potential

of Molecules by MD simulation

of Water Droplet

C.1 Introduction

Appendix B have investigated the effect of the counter-ion on the estimation of

excess chemical potential of the organic molecule, acetone, in radical cationic state

by the energy representation (ER) method. The investigation shows that it is not

easy to estimate the redox potential or the free energy change in redox reaction

of the molecule using the neutralized system inserted of counter-ion. In order to

calculate the excess chemical potential by using the ER method, preparation of

sufficiently large cell size enough to be ignored the effect of the counter-ion is not

realistic due to computational cost. The computational method without using

the counter-ion by molecular dynamics (MD) simulation is required to estimate

91
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the redox potential.

The purpose of this Appendix presents the computational method to estimate

the redox potential of the molecule by using the MD simulation on droplet model

and estimates the redox potential of organic molecules, acetone and 3-pentanone.

In this Appendix, the redox potential of the molecules is estimated from the

ionization potential in gas phase and the solvation free energy of the molecule

in the neutral and radical cationic states by using the free energy perturbation

(FEP) method. The computational value of redox potential of the molecules is

compared with the experimental value with discussions of the difference of the

redox potentials of the molecules.

C.2 Computational Procedure

In this Appendix, the solvation free energy of the molecule is calculates by using

the free energy perturbation (FEP) method differently from the Chapter 3 (the

energy representation method). Firstly, the following subsection presents the

methodology of the estimation of solvation free energy by using the FEP method.

C.2.1 Solvation free energy

The solvation free energy of solute molecule is derived using similar english no-

tation of Chapter 3 . The potential energy of the whole molecular system, VN+1,

is written by the following equation [77];

VN+1

(
rN+1;λ

)
= VN

(
rN

)
+ V

(
rN+1, r

N ;λ
)
+ V intra

N+1 , (C.1)
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where λ is any coupling parameter. The intermolecular interaction in the whole

system, V , is expressed by two-body interactions. Zacharias and co-workers have

presented the V using two coupling parameter, λ = (λ1, λ2), as following equation

[78, 79];

V
(
rN+1, r

N ;λ1, λ2
)
= λ1

∑
i∈MN

∑
j∈MN+1

1

4πε0

qiqj
rij

+ λ2
∑
i∈MN

∑
j∈MN+1

εij

{
A12

ij[
r2ij + δ(1− λ2)

]6 −
B6

ij[
r2ij + δ(1− λ2)

]3
}

(C.2)

where i ∈ MN and j ∈ MN+1 are i -th atom in one of the N molecules and the

j -th atom in the (N + 1) -th molecule, ε0 is the dielectric constant of vacuum,

rij is distance between atom i and atom j, Aij and Bij are the Lennard-Jones

(LJ) potential parameters, δ is a adjustment parameter which prevents divergence

of van der Waals interaction caused by the overlapping between the (N + 1) -

the molecule and the other molecules. According to equation (C.2), in the case

of λ = (λ1, λ2) = (0, 0), it is equal to the existence in gas phase both of the

first N molecules and the N + 1 -th molecule because there is no interaction

between the first N molecules and the N + 1 -th molecule, on the other hand,

λ = (λ1, λ2) = (1, 1) is equal to the solution state.

The difference of free energy between the two states of λ = 1 and λ = 0,

which is the solvation free energy ∆Gsol, is given as the following equation;

∆Gsol = G(λ = 1)−G(λ = 0) (C.3)

= −kBT log

{
QN+1(λ = 1)

QN+1(λ = 0)

}
(C.4)

= −kBT log ⟨exp [VN+1(λ = 1)− VN+1(λ = 0)/kBT ]⟩λ=0
. (C.5)
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The equation (C.5) uses the equation (3.6). According to the equation (C.5), the

∆Gsol is calculated by the ensemble average of the term of the difference of the

VN+1 between the state of λ = 1 and λ = 0 on the state of λ = 0. However, the

equation (C.5) is applied with the case of enough to the overlapping of the state

probability of each state in relation to the nonbonding interactions between the

(N +1) -th molecule and the first N molecules. If the overlapping is not enough,

the ∆Gsol is given as following equation by considering the intermediate state,

∆Gsol =
1∑

λ=0

[
−kBT log

⟨
−∆V ′

N+1/kBT
⟩
λ
]

(C.6)

=
1∑

λ=0

∆Gsol

λ (C.7)

where ∆V ′
N+1 = VN+1(λ+ dλ)− VN+1(λ).

In the equation (C.7), the λ = (λ1, λ2) is changed by the following equation,

λ1 =


0 if 0 ≤ λ2 ≤ α,

λ2−α
1−α

if α < λ2 ≤ 1

(C.8)

where α is adjustable parameter which prevents divergence of VN+1 by the coulomb

interaction between the (N+1) molecule and the first N molecules. In this study,

the value of δ is set to be 5 Å2. In order to determine the value of α, the solvation

free energy of the molecule, acetone, is calculated by the FEP method setting the

following value of parameter; 0.1, 0.2, 0.3, 0.4 and 0.5. Then, in the cases of α

= (0.1, 0.2 and 0.3), the ∆Gsol

λ is diverged, therefore, the value of α is set to be

0.4. According to the equation (C.8), the intermediate state of two straight lines

is adopted. λ2 changes its value from 0.0 to 0.4 at an interval of 0.025 with λ1

fixed at 0. Then, the λ2 is changed from 0.4 to 1.0 at intervals of 0.025 with the

value of λ1 according to the following equation; λ1 = 1/0.6λ2 − 0.4/0.6.
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ΔG N−1( )
solΔG N( )

sol

ΔEgas

ΔG

Red (gas)� Ox (gas)�

Red (solv)� Ox (solv)�

Figure C.1: Thermodynamic cycle model used in calculation of free energy change

in oxidation reaction.

C.2.2 Gibbs free energy of redox reaction

The Gibbs free energy of redox reaction, ∆G, is given as the following equation,

as shown in Figure C.1,

∆G = ∆Egas +
{
∆Gsol

(N−1) −∆Gsol
(N)

}
(C.9)

∆Egas = Egas
(N−1) − Egas

(N), (C.10)

where ∆Egas means the ionization potential in gas phase, and E(N) and E(N−1)

are the total energy of the reduced and the oxidized molecules in gas phase, re-

spectively. Then, N denotes the valence of the molecule. ∆Gsol
(N) and ∆Gsol

(N−1) are

the solvation free energy of the reduced and the oxidized molecules, respectively.

In this study, the ionization potential of the molecules is calculated in Chapter 2

by using the density functional theory (DFT) calculations with B3LYP method
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and 6-31+G(d,p) basis set.

C.3 Computational Details

The MD simulations of the organic molecules, acetone and 3-petanone, in the

neutral and radical cationic states are performed using water droplet model in

condition of spherical boundary condition as showing to the following subsection.

C.3.1 MD simulation of water droplet model

The MD simulation of the organic molecules, acetone and 3-pentanone, in the neu-

tral and radical cationic states in water droplet is performed with the Namd 2.9

program packages. For the MD simulations of these molecules in the neutral and

radical cationic states, the force field parameter of the stretching vibration and

angle bending of intramolecular potential, and partial charge of intermolecular

potential originally developed in chapter 2. However the stretching vibration and

angle bending potential parameters including hydrogen atom of these molecules

assign AMBER force field 03 (parm99) [63, 64]. The intramolecular torsion angle

including the hydrogen atom of the methyl and methylene groups, which is the

H-Csp3-Csp2=O in the structure of the acetone, H-Csp3-Csp3-Csp2 in the structure

of 3-pentanone, and improper torsion Csp3-Csp2=O-Csp3 in the structure of both

molecules, is constrained with harmonic potential shown in Table 3.1 and Ta-

ble 3.2. The force field parameters for the other intramolecular torsion angle of

3-pentanone, the Lennard-Jones (L-J) potential parameter used to compute the

intermolecular interaction in the whole system, and the stretching vibration and

angle bending of solvent molecule assigns the AMBER force field 03 (parm99).
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For the MD simulation, Langevin thermostat is used to control system tempera-

ture (T = 300 K). The acetone and 3-pentanone in the neutral and radical cationic

states are solvated by droplet consisted of 2,185 water molecules with radius of

25.0 Å, respectively. The TIP3P model [65] is adopted for the solvent molecule

(water molecule). Full coulomb and van der Waals interactions are calculated in

the MD simulation. The spherical boundary condition is adopted with harmonic

potential with force constant, 10 kcal/mol/Å2. The distance between the center

of mass of solute molecule and the center of mass of pure droplet is constrained

by spring constant 1.0 kcal/mol because the molecules, acetone and 3-pentanone

including the hydrophobic group evaporate. A time step for the MD simulation

is 2 fs. The bond length including the hydrogen atom are constrained by SHAKE

method [56].

Energy minimization is performed by the steepest descent method with fixing

the heavy atoms of solute molecule. The MD simulations are carried out in the

constant NV T condition with constraints of solute molecule with 50 kcal/mol/Å2

spring constant, and then system temperature is gradually increased in increments

of 20 K from 0 K to 300 K for 150 ps. After that, the NV T -MD simulations are

performed in which the constraints of solute are gradually reduced in increments

of 5.0 kca/mol/Å2 to zero for 100 ps. Finally, the equilibrium NV T -MD simula-

tions are carried out for 1 ns.

C.4 Results and Discussion

The values of ionization potential of acetone and 3-pentanone estimated in Chap-

ter 2 is shown in Table C.1, which is 220.9 kcal/mol for acetone. The computa-
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Table C.1: The ionization potentials in gas phase, ∆Egas, the solvation free

energies of molecule in the neutral and the radical cationic states, ∆Gsol
(N) and

∆Gsol
(N−1), and the standard Gibbs free energies ∆G of redox reaction, for the

acetone and 3-pentanone. The units are in kcal/mol. The values for 3-pentanone

are in estimation.

Molecule

 Acetone 220.9 -0.4 -43.8 177.6

 3-pentanone ��� ��� ��� ���

ΔG N( )
sol ΔG N−1( )

solΔEgas ΔG

tional values of solvation free energy of the molecule, acetone, in the neutral and

radical cationic states, ∆Gsol
(N) and ∆Gsol

(N+1), are also shown in Table C.1. The

values of ∆Gsol
(N) and ∆Gsol

(N+1) are -0.4 kcal/mol and -43.8 kcal/mol for acetone,

respectively. In this study, the computational value of ∆Gsol
(N) is different from the

experimental data, -3.80 kcal/mol, than the comparing of the previous computa-

tional result estimated in Chapter 3, -2.3 kcal/mol, with the experimental data.

In order to analyze the result, the solvation free energy of acetone in neutral state

is calculated by using the FEP method introduced in this Chapter in the periodic

boundary condition. Then, the estimated value of ∆Gsol
(N) in periodic boundary

condition is -3.0 kcal/mol, showing good agreement with the experimental data

than the computation of average of excess chemical potential of solute molecule

by the energy representation (ER) method shown in Chapter 3. It is considered

that the discrepancy of the value of ∆Gsol
(N) between the droplet model and the

cubic model is caused by the constraint by harmonic potential between the cen-

ter of mass (COM) of solute molecule and COM of pure droplet. Therefore, the
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result in this study shows the unstable in solution comparing the previous result,

however, the effect of the constraint of solute molecule on the estimation of sol-

vation free energy might be countered by subtracting the solvation free energy

between the neutral and radical cationic states. .

According to equation (C.9) and equation (4.1), the free energy change in

oxidation reaction, ∆G, and the standard redox potential, E◦, are 177.6 kcal/mol

and 3.26 V for acetone, respectively as shown in Table C.1. The differences

of the ∆G and E◦ between the previous study shown in Chapter 4 and this

study are -10.7 kcal/mol and -0.4 V, respectively, showing that the values of ∆G

and E◦ are improved in this study. However, the E◦ for acetone is different

from the experimental data, 0.16 V [72]. From the result, the computational

model including the solvation effect of the excess electron might be considered to

estimate the standard redox potential of the molecule.
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