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I. Introduction 

 

Recently, the field of spintronics attracted much scientific interest because of their potential 

applications in future electronic devices [1,2]. The spintronics or spin electronics refers to the study of 

the physical properties of electron spin in solid state physics, and related to the possible devices by 

exploiting spin in addition to charge degree of freedom. One of the important discovery of spintronics 

is giant magnetoresistance (GMR), which is observed in metallic multilayers by using a 

spin-dependent electron transport measurement [3,4]. Furthermore, the next generation of the 

spintronics is focused on the semiconductor class, such as dilute magnetic semiconductors (DMS), 

which has been extensively studied [5,6]. Here, some of important novel physical properties which are 

useful for spintronics such as carrier-induced ferromagnetism and photoinduced ferromagnetism were 

found [7,8]. 

Thus far, recent development of spintronics relies on the new pathway for exploiting carrier 

spins in semiconductors without any addition of magnetic materials or external magnetic fields, which 

can be realized by incorporating the spin orbit interactions (SOI) [9,10]. This approach becomes an 

alternative way since SOI enables the generation and manipulation of spin solely by electric fields or 

strain effect. Especially, the Rashba effect [9] attracted much attention because it plays an important 

role in the spintronics device operation such as the spin-field effect transistor (SFET) [10]. On the 

other hand, current-induced spin polarization [11] and spin Hall effect [12] are the important of 

example fundamental phenomena in spintronics where the SOI has a crucial contribution. 

Recently, a new spintronics system based SOI known as persistent spin helix (PSH) 

attracted much scientific attention [13-20]. In this system, the strongly enhanced spin lifetime has 

been experimentally observed, which opens a new gateway to realize an efficient spintronics devices. 

For the spintronics based SOI, two dimensional electron gas (2DEG) system is an ideal 

platform for spintronics since it can be effectively controlled by using the external electric field or by 

strain effect. In this case, ZnO is promising since the high quality of the 2DEG has been 

experimentally observed. Here, the quantum Hall effect [21] and the fractional quantum Hall effect 

[22] has been experimentally observed. The high carrier concentrations (up to 10
13

 cm
-2
 ) and the high 

mobility (larger than 10
5
 cm

2
.V

-1
.s

-1
) at low temperature have been reported [22]. Furthermore, the 

fabrication of the 2DEG in samples grown with metalorganic vapor deposition has been conducted, 

which is suitable for mass production [23]. Therefore, the application of ZnO as a spintronics material 

is plausible, which is supported by the fact that the spin polarization of the 2DEG [24] and the long 

spin lifetime [25] of ZnO interface have been experimentally observed.  

Since ZnO is promising for spintronics applications as mentioned above, the study of SOI is 

crucially important. In this dissertation, the effect of the SOI on ZnO has been studied by using 

density functional theory (DFT) implemented on the OpenMX code [26]. We evaluate the spin 

structures to analyse the physical properties induced by SOI. Here, two different cases have been 

considered: (i) the strained bulk system and (ii) the surface system oriented on the [10-10] direction.  
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II. Some of Important Results and Discussion 

 

A. Tunable Rashba effect on strained ZnO 

The first part of this dissertation is to investigate the effect of SOI on strained ZnO. In the 

most stable phases, ZnO forms wurtzite structure in which the unit vectors of the unit cell are given by 

a1=(1/2,3
1/2

/2,0)a, a2=(1/2,-3
1/2

/2,0)a, and a3=(00,c/a)a, where a and c are the lattice constant in the a- 

and c-directions, respectively [see insert Fig. 1(b)]. The Zn atoms are located at (0,0,0) and 

(2/3,1/3,1/2) whereas the O atoms are located on (0,0,u) and (2/3, 1/3,1/2+u). The length of Zn-O 

bond along c-axis is givn by d = uc, where u is the internal parameter. 

 

Figure 1. (a) The effect of strain on the bulk ZnO. Two different cases are considered that are the tensile biaxial 

strain (right side) and compressive biaxial strain (left side). (b) The calculated result of the optimize structural 

parameter as a function of strain. The insert shows the unit cell of wurtzite ZnO. 

 

We consider a wide range of biaxial strain (up to ±8%) which is perpendicular to the c axis. 

We study two different cases, i.e, the tensile biaxial strain (TBS) which increases the in-plane lattice 

constant a and the compressive biaxial strain (CBS) which decreases a [Figures 1 (a)]. The calculated 

result of the optimized structural parameter is shown in Fig. 1(b). We find that the value of c/a ratio 

decreases (increases) under the TBS (CBS), whereas the internal parameter u increases (decreases) 

under TBS (CBS). Therefore, we clarify that the structural parameter is sensitively affected by the 

strain, which is expected to induce new physical properties for spintronics.  

We then investigate the effect of the SOI on strained ZnO. We focused on the SOI on the 

conduction band minimum (CBM) since n-type ZnO is achieved by introducing Mg doping [27]. As 

shown in Fig. 2, for the case of unstrained system, very small spin-split bands are identified, which 

are degenerated at the Γ point because of time reversibility. In these spin-split bands, we find 

anti-clockwise and clockwise orientation of the Rashba spin rotation for the upper and lower band, 

respectively. When we introduce biaxial strain, the band splitting substantially enhances. In the case 



 

3 

 

of TBS, the Rashba spin rotations are similar to those of the unstrained system. On the contrary, the 

direction of Rashba spin rotations becomes opposite in the case of CBS, indicating that the Rashba 

spin rotations can be inversed by applying biaxial strain. 

 

Figure 2. The spin-split band and spin textures under strain effect. The spin textures are calculated on 3.5 meV 

above the degenerate state of at CBB 

 

To understand the origin of the inversion of the Rashba spin rotation, we consider the SOI 

Hamiltonian of the two dimensional free electron system which is expressed as HSOI=αR(kyσx-kxσy), 

where kx and ky are the wave vectors in the x- and y-directions, respectively, and σx and σy are Pauli 

matrixes. In this expression, αR is the Rashba spin-orbit strength which is defined as αR =-eħEz/4m
2
c

2
, 

where Ez, m, c, and e are the electric field in the z-directions, theeffective mass, the light velocity, and 

the elementary charge respectively. When Ez >0, this leads to the fact that the condition of αR >0 is 

obtained. Therefore, the Rashba spin-rotation are clockwise and anti-clockwise direction for the upper 

and lower band respectively. On the contrary, opposite Rashba spin rotations are achieved when  Ez > 

0 since it leads to the case of αR<0. 

Considering the above arguments and our calculation results of the Rashba spin rotation in 

Fig. 2, we expect that the negative and positive electric fields Ez are introduced under the CBS and 

TBS, respectively. These signs of the electric field are consistent with those calculated by using a 

simple point charge model (PCM) as discussed hereafter. We here consider the PCM including Zn
2+

 

and O
2-

 ions as shown in Fig. 3(a). We evaluate the polarization difference defined as 
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ΔP=P(c/a,u)-P(c/a,uideal), where c/a and u are optimized for a given biaxial strain and uideal = 0.375. 

Under substantial CBS, u<uideal [Fig. 3(a)]. Therefore, the PCM leads to the positive ΔP [Fig.3(b)]. 

This positive value of ΔP is expected to induce the fact that Ez >0. On the contrary, substantial TBS 

leads to the fact that u>uideal. As a result,the negative ΔP and positive Ez are induced. We therefore 

conclude that the negative and positive Ez are introduced under CBS and TBS, respectively, and that 

the directions of the Rashba spin rotations in Fig. 2 are well-explained based on the PCM. 

 

Figure 3. (a) Relation between structural parameter and Rashba spin-orbit strength. (b) The calculated data of 

the electric polarization different as a function of strain calculated by the PCM and BP methods 

 

 To confirm the reliability of the above-mentioned PCM, we here calculate the electric 

polarization by using Berry phase (BP) method [28,29] [Fig. 3(b)]. In the case of the unstrained 

system, the value of ΔP calculated from the BP method is -0.031 C/m
2
, which is very close to the 

result obtained by using the PCM (-0.0271 C/m
2
). These values are close to those of past calculations 

(-0.032 to -0.057 C/m
2
) [30-31]. When we introduce biaxial strain, we find that our results of ΔP 

calculated from the PCM are close to those calculated from the BP method, which indicates that the 

PCM is reliable [Fig. 3(b)]. 

Here, we present the calculated results of the Rashba spin-orbit strength αR, which is useful 

for spintronics devices applications.  As shown in Fig. 4 that the absolute values of Rashba spin-orbit 

strength αR enhances under increasing of strain. This indicates that the values of αR can be effectively 

controlled by tuning the strain. This strain can be achieved by using impurity doping [32] and/or 
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introducing lattice mismatch between ZnO and substrate [33]. Then, our findings of the tunable 

Rashba effect by applying the biaxial strain are useful to realize spintronics applications of ZnO.  

 

Figure 4. The absolute values of the Rashba spin-orbit strength as a function of strain. 

 

Recently, the quantum well structure of ZnO has been extensively studied [34,35]. Our 

calculations indicate that two quantum wells consisting of n-type ZnO having opposite directions of 

the Rashba spin rotations can be realized. By using two quantum wells separated by an energy barrier, 

an effective spin-filtering due to tunneling is expected to be achieved. In fact, for the spin-filtering 

device proposed by Koga et. al, two quantum wells having the opposite directions of the Rashba spin 

rotations were used [36]. Their proposal may give some hint for the device applications of the 

reversible Rashba effect on ZnO.  

Finally, we discuss another possible application of strained ZnO. We find that the Rashba 

splitting of the unstrained system is small [the absolute values of αR=1.15 meVÅ], which is consistent 

with the observed long spin relaxation time [37]. In fact, a very small Rashba effect on MgZnO/ZnO 

interface [αR=0.70 meVÅ] has been experimentally observed [38]. It is expected that the zero (or very 

small) Rashba splitting can be achieved when we introduce suitable small biaxial strain. When the 

Rashba effect on ZnO is extremely small, we can achieve a very long spin coherence. Then, ZnO can 

be used as an efficient spintronics devices. 

 

B. Persistent spin helix on ZnO(10-10) surface 

The second part of this dissertation is to study the effect of SOI on the surface system. Here, 

we consider a surface system oriented on the [10-10] direction. The crystal geometric of the surface 

and its Brillouin zone are shown in Fig. 5 (a) and (b). Our calculation revealed that occupied surface 

states appear in band structures in the energy range of -1.3 to -0.65 eV [Fig. 5(c)]. We calculate the 

partial density of states (PDOS) projected onto the surface atoms [Fig. 5(d)] and find that that the 

occupied surface state is characterized by O-2p orbitals, which is consistent with the results of past 

calculations [39]. Given that the surface states are occupied, doping is expected to create a p-type 

system. Indeed, several studies have succeeded in producing p-type, non-polar wurtzite ZnO films 

[40,41], giving credence to the notion of creating a p-type wurtzite ZnO(10-10) surface. 

The effect of SOC on the surface states can be seen in Fig. 6, wherein the band splitting is 

small in the Γ-Y direction, but quite large in the Γ-X direction. In these pin-split surface state bands, 
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we find that the spin textures exhibit a quasi-one-dimensional orientation in the inplane y-direction 

[Fig. 7(a)], yet also have out-of-plane z- components [Fig. 7(b)]. These quasi-one dimensional spin 

textures are expected to generate current in a direction perpendicular to the spin orientation, as well as 

induce a greatly enhanced spin relaxation time through the PSH mechanism[13]. This is supported by 

the fact that a similar PSH has been observed in [110]-oriented zinc-blende QWs with out-of-plane 

spin orientations [20].  

 

Figure 5. (a) Top view of the crystal geometry of ZnO (10-10) surface. (b) Surface Brillouin zone. (c) Band 

structure of ZnO(10-10) surface.  The blue and black lines correspond to the band structures of surface and 

bulk system, respectively. (d) Total and partial density of states projected onto the surface atoms. 

 

To better understand the origin of spin textures, we must consider the SOI of surface states 

based on group theory[42-44]. This states that the ZnO(10-10) surface belongs to the symmetry point 

group Cs: the mirror reflections in operation in this symmetry transforms (x,y,z) to (-x,y,z). 

Considering the fact that the SOI Hamiltonian is totally symmetric in the Cs point group and includes 

first-order terms over the wave vectors, SOC can be expressed as HSOI=α1kxσz+α2kxσy+α3kyσx, where 

α1, α2, and α3 are the spin-orbit strengths. Here, α1 is characterized by the in-plane electric field Ey, 

whereas α2 and α3 relate to the out-of-plane electric field Ez that originates from the surface effect. 

In the case of a bulk system oriented in the [10-10] direction, the out-of-plane electric field 

Ez vanishes. Consequently, in the kx – ky plane, both α2 and α3 are zero. This leads to a case in which 

only the first term of HSOI in Eq. (4) remains, meaning that the bands are spin degenerated in the Γ-Y 

direction and the spin textures are oriented to the out-of-plane z-direction. In surface states, on the 

other hand, a band split is introduced in the Γ-Y direction due to the third term of HSOI in Eq. (4) [Fig. 
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6]. Furthermore, as a result of the second term in this equation, a tilting of the spin textures in the 

in-plane y-direction is induced [Fig. 7]. It can therefore be concluded that the above spin-orbit 

Hamiltonian of the surface state matches well with the calculated results, i.e., the band split in the Γ-Y 

direction and the tilt of the spin textures. 

 

Figure 6. The spin-split states bands at valence band maximum. The insert shows the spin-split band 

of the surface states. 

 

Figure 7. (a) The spin textures of the surface state at VBM. The band energy of the spin textures is 1 

meV below the highest energy in the occupied surface state. The arrows represent the spin directions 

projected to the kx-ky plane. (b) Relationships between rotation angle (φk) and spin components. 

 

Since HSOI is strongly affected by the electric field as mentioned above, the origin of the spin 

textures can be further clarified by studying the electric polarization. On the basis that the spin-split 

surface state is strongly localized in the first two-bilayers [Fig. 8(a)], the strong electric polarization is 

expected to occure in these bilayers. To clarify this, the layer-dependence of the electric polarization 
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was calculated using a point charge model (PCM). As shown in Fig. 8(b), this reveals that the 

strongest electric polarization is identified near the first bilayer.  

Electric polarization in the out-of-plane ΔPz and in-plane ΔPy directions was calculated to be 

0.077 C/m
2
 and -0.081 C/m

2
, respectively. These values indicate that the electric field in the 

out-of-plane Ez direction is comparable to that in the in-plane Ey direction, which would induce a 

tilting of the spin orientation [Fig. 8(c)]. However, only the in-plane electric polarization is observed 

in the case of bulk system [ΔPy-bulk= -0.027 C/m
2
 ]. This leads to the fact that the in-plane elctric field 

Ey is generated, but induces a spin orientation with a fully out-of-plane z-direction [Fig. 8(d)]. This 

would confirm that the spin textures in Fig. 7 are well-consistent with the PCM results. 

 

Figure 8. (a) Expected values of spin projected to the atoms in each bilayers. The calculations are performed in 

the surface state in Fig. 7(a). The top of the surface is represented by N=1. (b) Calculated data on the in-plane 

and out-of-plane electric polarizations in each bilayers using PCM. Schematic view of the spin textures and 

electric fields for the case of the surface (c) and bulk systems (d). 

 

Recently, PSH that induces a greatly enhanced spin relaxation time has been extensively 

studied [13-20], with our calculations indicating that this is in fact achieved using the ZnO(10-10) 

surface. Since the calculated results of spin textures show a quasi-one-dimensional orientation, this 

inhibits the precession of the spins, thereby increasing the spin relaxation time. A similar mechanism 

behind long spin relaxation times has been reported in [110]-oriented zinc-blende QWs [45-47], 

suggesting that the ZnO(10-10) surface could provide an efficient spintronics device. 

The spin-orbit strength of the PSH (αPSH), a variable of interest in spintronics device 

applications, was calculated using the band dispersion in Fig. 2. This found that the value of αPSH is 
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quite substantial (34.78 meVÅ) and much larger than what has been observed in the PSH of various 

zinc-blende n-type QW structures of GaAs/AlGaAs [3.5 to 4.9 meVÅ) [15], 2.77 meVÅ [19]] and 

InAlAs/InGaAs [1.0 meVÅ [17], 2.0 meV˚A [18]]. This large value of αPSH should ensure a small 

wavelength of PSH (λPSH), which is important to the miniaturization of spintronics devices. As it 

happens, the calculated value λPSH (0.19 μm) was in fact one-order less than that observed in the direct 

mapping of PSH (7.3 to 10 μm [15]) and the resonant inelastic light-scattering measurement (5.5 μm 

[19]) of GaAs/AlGaAs QWs. 

 

III. Conclussion 

We have systematically studied the effect of SOI on ZnO by using first-principles DFT 

calculations. For the case of the strained bulk system, we revealed that the SOI shows the Rashba type. 

We found that the Rashba spin rotation can be inversed by applying biaxial strain. Furthermore, we 

revealed that the Rashba spin-orbit strength can be effectively controlled by tuning the strain,  

suggesting that the strained bulk system  is suitable for spintronics applications.  

In the case of surface system, on the other hand, we found that the SOI leads to the 

persistent spin helix (PSH), exhibiting a quasi-one dimensional orientation of the spin textures. This 

particular of PSH is expected to induce the long spin lifetime, which is important to realize 

energy-saving spintronics devices. Furthermore, we revealed that the wavelength of this PSH is 

smaller than that observed with various zinc-blende quantum well structures, suggesting that the 

present system enables for the miniaturization of the spintronics devices.  

Finally, we conclude that both the strained bulk and the surface system are promising for 

spintronics applications. 
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