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In this paper, the ground state of para-hydrogen clusters for size regime N < 40 has been studied
by our variational path integral molecular dynamics method. Long molecular dynamics calculations
have been performed to accurately evaluate ground state properties. The chemical potential of the
hydrogen molecule is found to have a zigzag size dependence, indicating the magic number stability
for the clusters of the size N = 13, 26, 29, 34, and 39. One-body density of the hydrogen molecule is
demonstrated to have a structured profile, not a melted one. The observed magic number stability is
examined using the inherent structure analysis. We also have developed a novel method combining
our variational path integral hybrid Monte Carlo method with the replica exchange technique. We
introduce replicas of the original system bridging from the structured to the melted cluster, which
is realized by scaling the potential energy of the system. Using the enhanced sampling method, the
clusters are demonstrated to have the structured density profile in the ground state. Published by AIP
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. INTRODUCTION

Molecular para-hydrogen has been suggested to be a
possible natural superfluid other than liquid “He.! However,
attractive interaction between hydrogen molecules is so strong,
which is about three times larger than helium-helium attrac-
tion, that liquid para-hydrogen crystallizes before arriving at
the superfluid transition temperature; the triple point of hydro-
gen is located at 13.96 K. Ginzburg and Sobayanin' have
pointed out that the condensed hydrogen could undergo the
superfluid transition in the supercooled state; they roughly esti-
mated the transition temperature to be about 6 K using the ideal
Bose gas theory. The more elaborate estimation of the super-
fluid transition using the path integral Monte Carlo (PIMC)
method? is found to be the transition temperature about 1 K.
Many attempts to supercool liquid hydrogen down to the
expected lambda transition have been unfruitful for the bulk
phases. Partial success has been achieved in confined geome-
tries, mainly in small isolated clusters® or larger clusters in a
“He nanodroplet.*>

Para-hydrogen clusters have been studied by quantum
simulation methods in the last few decades.?! The first
path integral Monte Carlo (PIMC) study® showed that the
para-hydrogen clusters of sizes N = 13 and 18 are super-
fluid at temperatures below 2 K. Then, properties including
superfluidity of clusters N < 40 have systematically been
studied by the PIMC method;!! clusters with N < 26 have
significant superfluid fraction at 7 < 1.5 K. For larger clus-
ters, superfluidity is quenched for magic number clusters
revealed by energetic analysis. They!' found that the super-
fluidity is localized at the surface of the cluster. This localized
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superfluidity has been questioned in another PIMC study'*
where it has been shown that the superfluidity is a global prop-
erty of the cluster in spite of its significant spatial structure.
They'# also suggested that with further lowering tempera-
ture, a liquid-like structure emerges; the cluster undergoes
“quantum melting.”

In the limit of zero temperature, the structure and energy
of para-hydrogen clusters have been studied using diffu-
sion Monte Carlo (DMC)*!> and path integral ground state
(PIGS).%1020 The stability of the clusters was examined by
the chemical potential of the hydrogen molecule. DMC chem-
ical potential showed monotonic size dependence for N > 20;
on the other hand, the PIMC c:ounterpart11 in the same size
regime showed a zigzag size dependence indicating the magic
number stability mentioned above. Although PIGS chemical
potential agrees well with DMC results up to N = 33, magic
number stability was found for larger clusters. On the other
hand, PIGS results reported in Ref. 16 are in disagreement with
PIMC results,'! missing some magic number clusters found
in the PIMC study.

In the present study, two issues on the para-hydrogen clus-
ters have been addressed. One is the size dependence of the
chemical potential; even for the ground states, a consensus
has not yet been reached as described above. The other is the
structure of the clusters. While the PIMC calculations'# have
suggested that the clusters have a liquid-like melted structure
around the temperature down to 0.06 K, which is demon-
strated for N = 26, the ground state quantum Monte Carlo
(QMC) calculations have indicated that the clusters have the
shell structure.

In this paper, we systematically study the size depen-
dence of the cluster stability up to the size of N < 40 by the
variational path integral (VPI) method. The variational path
integral,”? which is also called the path integral ground state, >

Published by AIP Publishing.
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is a method to numerically solve many-body ground states
exactly. Our molecular dynamics (MD) method of the vari-
ational path integral referred as the variational path integral
molecular dynamics (VPIMD)?*-3? is applied to explore the
ground state of the para-hydrogen clusters. Our preliminary
studies on the para-hydrogen clusters for N < 20 using VPIMD
are found in Refs. 28 and 29. In this study, the size regime is
extended up to N = 40; much longer molecular dynamics cal-
culations than the previous studies have been performed to
accurately evaluate the total energy and associated chemical
potential. We also have developed a novel method to efficiently
sample the ground state of many-body systems, combining our
variational path integral hybrid Monte Carlo (VPIHMC),3%-3
which is an equation-of-motion guided Monte Carlo (MC),
with the replica exchange technique.’*** Using replicas of
the original system by scaling the potential energy of the
cluster, we can sample the configuration space much wider
than the standard method; possible sampling problems aris-
ing from trapping of the system in a metastable state can be
excluded using the replicas connecting the original system with
a fictitious liquid-like melted structure.

This paper is organized as follows. We present our method
regarding the variational path integral in Sec. II. Computa-
tional details are given in Sec. III. Systematic size dependence
of energy and structure and associated inherent structure anal-
ysis of the ground state para-hydrogen clusters are presented
in Secs. IV and V, respectively. In Sec. VI, the replica exchange
VPIHMC results are presented for selected clusters, N = 25,
26, and 27. Concluding remarks are given in Sec. VIL.

Il. METHODOLOGY
A. The variational path integral method

In this section, we briefly summarize the variational path
integral (VPI) method.”> We begin to consider a system con-
sisting of N particles governed by a Hamiltonian 4 = 7 + V/,
where 7" and V are kinetic and potential energy operators,
respectively. Using a trial wavefunction of a target system
|®7), the exact ground state |Wp) can be obtained by the
following relation:>>3>

¥0) = lim e P2 7). M

where £ is areal parameter called a projection time or an imag-
inary time. This relation indicates that the exact ground state
wavefunction can be extracted from the trial wavefunction if
B is long enough. Here, we consider a scalar product of the
ground state referred to be a pseudo partition function, which
plays a central role to construct the VPI expressions,*

Zo = (Yo|Wo) = (Orle P D)
= / / dRAR (7 |RY(RlePH R WR|0r),  (2)

where the coordinates of N particles are represented collec-
tively to be R = (ry, ..., ry) and we have used the closure
relation regarding coordinate basis [ dR |R)(R| = 1. A matrix
element (R| e Bl R’y in Eq. (2) is the density matrix at the
inverse temperature 8, p(8, R, R’).3®*” The density matrix
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can be written on the basis of the discretized path integral
by?2238.39

SRR’ B) o / JRD ... / ARM-D -SRI (3

where S and At = S/M are the discretized imaginary time
action and the associated imaginary time increment, respec-
tively; coordinates at all the imaginary time slices are col-
lectively denoted by {R} = (R®,...,R®,...,R™) The
explicit expression of the action S depends on the approxima-
tion scheme adopted. In this study, the following Suzuki-Chin
type fourth order formula**—* is adopted:

AT AT) ArF —4ArD. —ArT —ATY
e ZATH:e 3Vee ATTe 3A7'Vme ATTe 3VE+O(AT5), (4)
where v is an arbitrary constant in the range of [0,1] and

V.=V+ %AT2 [V, [T, V1],

L_y 3)
Vin =V + —= AT [V, [T, V]].
The commutator above can be written by
N 2 2
e [0V
V,IT,V]] = — (=], 6
[V,IT, V1] Z;mi(an) (©)

i=
where m; is the atomic mass of an ith particle. Then, the pseudo
partition function can be written as

Zo o / JRO ... / AR @y (RO)o-SURIAD gy (ROD) (7

Various physical quantities can be evaluated on the basis of
the above expression. The ground state energy is evaluated
by35

(PolYo) Zy

where we have used Eq. (1) and the commutability of A and

_ (Wl (@r|He POy ®)

e PH Inthe vanishing projection time limit, the right-hand side
of Eq. (8) gives the variational energy by the trial wavefunc-
tion we adopt. We can automatically improve the variational
estimate of the ground state energy by increasing 3; then, the
exact ground state energy is obtained using a sufficiently long
projection time. Probability density by the exact wavefunction,
p(R), is given by

(Folo(R — R)[¥o)  [Po(R)I?
Zo T Zy

This quantity is given using Eq. (1) to be the probability density
of the system at the imaginary time 7 = /2,

p(R) = (€))

(@rle” PSR — R PP o)
Zy '
This indicates that the expected value of physical quantities

diagonal in the coordinate space is exactly evaluated by the
variational path integral.

p(R) = (10)

B. Molecular dynamics and hybrid Monte
Carlo algorithms

As in the standard path integral method for finite temper-
ature systems,’>3%3 the pseudo partition function Zy, Eq. (7),
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can be regarded as a configuration integral of classical poly-
mers. In the variational path integral, the classical isomorphic
systems consist of open chain polymers. Furthermore, distri-
butions of end-point coordinates of the polymers are affected
by the trial wavefunction ®7(R®) and ®7(R™)), respectively.
Here, we define the following effective interaction for the
polymeric systems Weg:

SURY)  In®dp(R®)  In®r(RM)

Wert({R}) = - - , 11
tr({R}) I 3 i (11

N1
sz,wM(r(s) (H])) + =

Z V(RY),

12)

where wy = VM/ Bh and V(R) is the intermolecular inter-
action including the fourth order correction whose explicit
expression is found elsewhere.’**> Then, the pseudo partition
function Eq. (7) is rewritten by

Zo o / 4RO . .. / dROD g BWer((RY) (13)

The above integral can be interpreted to be a canonical par-
tition function for the classical polymers with the interac-
tion Weg. Then, molecular simulation techniques designed
to generate the canonical ensemble can be used to per-
form the VPI calculations. We first describe the molecu-
lar dynamics algorithm.?* We define the following classical
Hamiltonian:

M N (s)2
1Mm—zz 5+ Wen(R)), (14)
s=0 i=1 l

where p(“') denotes the fictitious momentum of an ith par-
ticle at an sth time slice and m, ") is the associated ficti-
tious mass. Using the above Hamiltonian, we can derive
the equations of motion based on the Hamilton’s canonical
equation. Then, in order to generate the canonical ensem-
ble, we attach a single Nosé-Hoover chain thermostat** to
each degree of freedom.***¢ The resulting equations of motion
are basic equations for the variational path integral molecular
dynamics (VPIMD) method. Usually, generalized coordinates
diagonalizing harmonic interactions in Eq. (12) such as nor-
mal mode and staging coordinates are adopted for efficient
calculations.*

The hybrid Monte Carlo (HMC)*4748 is another method
to generate the canonical ensemble, which is an equation-of-
motion guided Monte Carlo method. Unlike the standard MC,
whole system coordinates are simultaneously updated by equa-
tions of motion. The trial configuration is then accepted or
rejected by an appropriate Metropolis criterion as in MC. To
construct the HMC method for the variational path integral, the
above Hamiltonian Hvppvp is used to introduce the equations

|

Pex(' { } We[g;l,"';{ } W[n]

) T (IR WET(R '},Wéz?)ﬂex(w
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of motion. The variational path integral hybrid Monte Carlo
(VPIHMC) method3%32 is outlined as follows. We start with an
initial state of the system ({P}, {R}) and resample momenta
{P} from the Maxwell distribution. Here, {P} collectively
denotes fictitious momenta of particles at all the imaginary
time slices. Molecular dynamics is used to move the whole
system for time increment of nyp X At, where At is the time
increment of the MD calculation and nyp is the number of
MD step in one HMC cycle. The trial configuration is then
accepted by the probability Pa,

Pa = min{1, e PAHvIMD Y (15)

where AHvypivp is the change in the total Hamiltonian Hvpivp
after the move of nyp steps. When we adopt the fourth order
approximation, the effective interaction among the polymers
includes the square of the gradient of the potential func-
tion. The Hessian matrix of the potential has to be calculated
to evaluate the force in MD and the above HMC. We can
avoid the evaluation of the Hessian matrix by introducing
a multilevel description in the HMC trial move. A detailed
description on the multilevel HMC method can be found
elsewhere. -3

C. Replica exchange extension

Here, we consider extending our hybrid Monte Carlo
method to combine the idea of the replica exchange Monte
Carlo.%3-* We first prepare L replicas of the system consid-
ered. Each replica is the same as the original system except the
intermolecular interaction; an intermolecular interaction for an
{th replica is given to be the original interaction scaled by a
constant less than unity a1, alfly. The associated effective
interaction is expressed to be ng]({R}[[]) where the coordi-
nates of the (th replica are denoted by {R}'“]. In the replica
exchange method, we consider an extended configuration
space X,

X = (R, R (R (16)
The probability density in the extended configuration space
P (X) is defined by
L
PeX) = [ [P (1R)). (17

Each replica obeys the canonical density P({R}[‘1)

W (1R
P((R)1) = < : (18)
Zlf ]
0
where Z(g[] is the pseudo partition function for the (th
replica.

We next consider a trial move to exchange configurations
of an mth replica {R} with those of an nth replica {R’}. The
detailed balance condition for the move is given by

R W Ry W)

xT (R}, Wil (R), i) (19)
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where T({R}, WEE;’Z]I{R’}, Wg’f]) is a transition matrix that is a
probability of exchanging configurations of the mth and nth

replicas. Using the above equations,

T ((RY, Wi (R}, WhY)

eff -BA
=P, (20)
T (1R WEHR). W)
where A = AV + AV with
AV = vIRI((R '})— v (RY), on
AVEL = VEV (Rr) - VE (1R)).

Here, an effective potential Vg ({R}) is defined as follows:

Mo In®7 (R?)  Ind7 (R™
Veff({R}):]LWZV(R(S))_ n TIB( )_ n T‘E )

s=0

(22)
Therefore, the transition probability can be expressed by
T ((RY, W R}, WD) = min {1,672} (23)

Then, combining the above exchange move with our hybrid
Monte Carlo introduces a new method, the replica exchange
variational path integral hybrid Monte Carlo (EXVPIHMC).
In EXVPIHMC calculations, HMC and exchange moves are
selected stochastically with a given ratio. When the scaling
parameter « is small enough, the fictitious system has a liquid-
like melted structure. During the exchange moves among the
replicas connecting the original system with the fictitious
melted system, the system can efficiently be sampled in the
configuration space of the cluster, avoiding possible trapping
in a metastable state in the original system.

lll. COMPUTATIONAL DETAILS

In the present study, the hydrogen molecules are modeled
to be spherical particles interacting via Silvera and Goldman’s
potential.** The following trial wavefunction is adopted for all

the clusters:
N 5
1(b Tij
O7(R) = — =] - = 24
T(R) ||eXp{ 2(rij) p}, (24)

i<j
where b and p are variational parameters. The parameter
b = 3.70 A is adopted for all the clusters, and the param-
eter p depends on the size of the cluster N: p(N) = 2.24
+ ((23.6 — 2.24)/47.0) x (N - 3.0) A0 These values have
been obtained by optimizing the trial wavefunction of para-
hydrogen clusters modeled by an isotropic pairwise interaction
by Buck et al.>® Suzuki and Chin type fourth order approxi-
mation with y = 0 is adopted to approximate the short-time
propagator; the superiority of this choice has been verified
analytically for a harmonic oscillator and numerically for a
realistic system in Ref. 32. The projection time 8 = 1.2 K~!
is used for all the variational path integral calculations. The
imaginary time action is discretized with the number of time
slices M = 300; the corresponding imaginary time increment is
At = B/M =0.004 K~!. These parameters have been tested in
our previous study.?? In the present study, the variational path
integral calculations have been performed using the staging

J. Chem. Phys. 148, 102333 (2018)

variables.*>#%>! The fictitious masses for the staging vari-
ables m’"*) were set to be equal to the corresponding staging
masses except end-point coordinates (at s = 0 and M) where
m'©® = M) = Yepi; here, yep is a parameter usually taken
to be a positive number less than unity. In the present study,

Yep =4IM.
Variational path integral molecular dynamics calculations
have been performed for the size of clusters, N = 3, ..., 40.

The time increment Ar was taken to be 9.0-12.0 fs to sta-
bly solve the equations of motion. Long molecular dynamics
calculations have been performed to accurately evaluate vari-
ous physical quantities such as kinetic and potential energies.
While for N =3, .. ., 24, we have performed 5 X 10 MD steps,
for larger clusters N > 25, we needed to perform longer MD
calculations ranging from 1 x 107 to 7 x 107 steps; for exam-
ple, for N =26,2 x 107 MD steps with At = 10 fs corresponding
to 200 ns.

In the replica exchange VPIHMC calculations, we
have used L = 11 replicas; the scaling parameter of the
intermolecular interaction for each replica is given to be

1 =1.0-0.05x%x £ for =0, ..., L~ 1. The exchange
move is applied to the pair of adjacent replicas, ¢ and £ + 1.
In one MC step, we perform L — 1 exchange moves and one
HMC move on average. The replica exchange VPIHMC cal-
culations have been performed by 2 x 10% MC steps for the
clusters of N =25, 26, and 27. In one HMC step, 10 MD steps
are performed with Ar =7 fs.

IV. ENERGETICS AND STRUCTURAL FLUCTUATION
IN THE CLUSTERS

We first show the total energy of the clusters by our vari-
ational path integral molecular dynamics (VPIMD) method.
Two size regimes, 3 < N < 20 and 21 < N < 40, are sepa-
rately presented in Tables I and II, respectively. Published data
by the ground state quantum Monte Carlo (QMC) methods
are collected in the tables. The diffusion Monte Carlo (DMC)
results' are presented for the size 3 < N < 40. We find our
VPIMD energies are in excellent agreement with DMC ener-
gies for the size 3 < N < 25. For N > 26, VPIMD energies are
consistent with DMC energies; however, a small discrepancy
in the order of 0.1 K/molecule is found; the VPIMD energy
of N =40 is 0.4 K/molecule lower compared with the DMC
energy, which is the largest discrepancy between VPIMD and
DMC results. The observed discrepancy could arise from the
bias due to the number of walkers N, in DMC calculations.
Statistically significant bias is reported for the cluster N = 30
in the addendum in Ref. 15, while no effect by Ny, is found for
smaller clusters N = 10 and 20; this observation is consistent
with the trend in the discrepancy between VPIMD and DMC
energies. Another source of discrepancy could be ascribed to
the constraint imposed by the importance sampling function
in DMC calculations. While the importance sampling func-
tion to describe liquid-like clusters is used in Ref. 15, another
function to describe solid-like clusters is suggested to give a
lower DMC energy for large clusters N > 32.!° The variational
path integral is free from such constraint; one does not have
to impose a solid symmetry in the trial wavefunction to get a

solid.2%25
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TABLE I. Total energy of the clusters for size N, 3 < N <20, is listed in units
of K/molecule. Two sets of the path integral ground state (PIGS) results®1© are
collected. DMC indicates the diffusion Monte Carlo results.® DVR indicates

the discrete variable representation result reported in Ref. 8. Statistical error
in the last digit is indicated in parentheses.

N Present work PIGS® PIGSP DMC DVR
3 —4.42(4) -4.32(3) —4.407(3)  —4.39
4 —6.90(4) —6.76(2) —6.898(3)

5 -9.20(6) -9.02(2) -9.146(2)

6 —11.14(5) -10.92(2) —11.145(2)

7 ~12.84(5) -12.62(2) -12.877(1)

8 ~14.49(6) ~14.11(2) —14.428(1)

9 -15.87(5) -15.46(2) -15.829(2)

10 ~17.18(5) -16.72(2) -17.141(3)

11 -18.45(5) -18.002)  —18.54(2)  -18.431(1)

12 -19.75(5) -19.24(2)  -1977(2)  -19.713(3)

13 —21.02(5) —2049(2)  -21.10Q2)  —20.964(4)

14 -21.96(5) -21.20(1)  -22.002)  -21.902(3)

15 -22.78(5) -2220(1)  -22.87(2)  -22.741(3)

16 —23.53(4) —2295(1)  -23.65(2)  —23.488(4)

17 —-24.20(5) -23.65(1)  —2431(2)  -24.209(3)

18 —24.91(4) —2434(1)  -25.05(2)  —24.902(3)

19 —25.63(5) -25.03(1) -25.73(2)  —25.595(3)

20 -26.29(4) —2569(1)  —26402)  —26.268(4)

2Reference 8.
bReference 16.

In the tables, other ground state QMC results, the path
integral ground state (PIGS) that is equivalent to the varia-
tional path integral, are also listed. Two sets of total energies
by the PIGS method are presented. An earlier study® covers

TABLE II. Total energy of the clusters for size N, 21 < N < 40, is listed
in units of K/molecule. The PIGS indicates the path integral ground state
results.!'® DMC indicates the diffusion Monte Carlo results.” EXVPIHMC
indicates the replica exchange variational path integral hybrid Monte Carlo
results of the present study. Statistical error in the last digit is indicated in
parentheses.

N VPIMD PIGS DMC EXVPIHMC
21 ~26.94(4) ~27.08(2) -26.901(5)

2 ~27.54(4) -27.61(2) ~27.518(4)

23 ~28.18(4) -28.27(2) -28.113(3)

24 —28.74(5) -28.83(2) ~28.688(5)

25 -29.30(3) -29.41(2) ~29.241(4) -29.25(6)
26 -29.92(2) ~29.96(2) -29.772(3) -29.88(9)
27 -30.38(3) -30.51(2) -30.272(5) -30.28(6)
28 -30.83(3) ~30.94(2) -30.739(2)

29 ~31.40(3) -31.402) -31.192(3)

30 -31.73(3) -31.83(2) -31.635(7)

31 -32.12(3) -32.23(2) ~32.047(4)

32 -32.59(2) -32.63(2) -32.439(8)

33 -33.01(2) -33.06(2) -32.829(7)

34 -33.66(2) -33.68(2) ~33.188(9)

35 -33.84(2) -33.89(2) -33.551(7)

36 -34.09(2) -34.20(2) -33.898(6)

37 ~34.45(2) ~34.49(2) ~34.228(5)

38 -34.78(2) -34.82(2) ~34.532(6)

39 -35.25(3) -35.24(2) —34.832(7)

40 -35.53(1) -35.55(2) -35.136(7)

J. Chem. Phys. 148, 102333 (2018)

the size regime 3 < N < 20 and the later study'® extends the
size regime 11 < N < 55. In both studies, the same Monte
Carlo algorithm was adopted to perform PIGS calculations
with the Suzuki-Chin fourth order propagator. As found in the
tables, our VPIMD energies are consistent with two sets of
PIGS energies for all the cluster sizes presented. We first find
a small discrepancy between PIGS results for 11 < N < 20
in the energy range of 0.1-0.6 K/molecule. Since these two
calculations have been performed using the same parameters
B and A, the observed discrepancy could be attributed to the
length of Monte Carlo run. Our VPIMD energies are in better
agreement with the later PIGS results. VPIMD energies are,
however, about 0.1 K/molecule higher compared with PIGS
energies for the size 11 < N < 31. For larger clusters, VPIMD
energies are found to be in good agreement with PIGS ener-
gies (except N = 36). In Ref. 20, PIGS calculations using a
Langevin equation (LE) have been reported for 4 < N < 19
and N =33. Total energies are found to be about 0.1 K/molecule
smaller than the previous MC results;'® the small discrepancy
is suggested to be due to the slightly different At values,
At = 0.003 K~! for LE and 0.001 5625 K~! for MC. Since
At = 0.004 K~! is demonstrated to be small enough for the
cluster of N = 20,3! the small discrepancy between MC and
LE results could be due to the run length; the LE calcula-
tions are reported to be performed in 5 ns, while the MC run
length is not reported in the Ref. 8 though. As described in
Sec. III, we have found quite long molecular dynamics calcu-
lations are needed to properly evaluate the statistical error of
the kinetic and potential energies; we have performed molec-
ular dynamics calculations ranging from 50 ns to 630 ns
for broadly sampling the potential energy landscape of the
clusters.

We next examine the stability of the para-hydrogen clus-
ters based on the classical approximation. This is carried out by
minimizing the potential energy of the clusters by the steep-
est descent method; an initial configuration for each cluster
minimization was taken from the global minimum structure
database for the corresponding Lennard-Jones cluster.’> To
precisely discuss the stability of the clusters, we introduce
the “classical chemical potential” of the cluster of the size
N defined by puy = (Vimim)v — (Vmim)n—-1, where (Vinim)w is
the minimum potential energy of the cluster of the size N. The
size dependence of the classical wy is presented in Fig. 1. As
seen in the figure, the classical chemical potential shows rich
size dependence; minima in the size dependence are found for
N=17,13,19,23,26,29 32, 34,36, and 39. Within the classical
approximation, these clusters can be regarded to be stable com-
pared with their neighboring size clusters. We next show the
quantum chemical potential defined by uy = (H)y — (H)n-1,
where (H)y is the total energy of the cluster of the size N. The
size dependence is presented in Fig. 2. Many minima found in
the classical wuy are diminished; the survived minima are found
for N =13, 26, 29, 34, and 39. Here and hereafter, these stable
clusters are referred to be magic number clusters. In Fig. 2, we
also show the chemical potentials calculated by other quan-
tum Monte Carlo methods; diffusion Monte Carlo (DMC),15
path integral ground sate (PIGS),'¢ and path integral Monte
Carlo (PIMC);'! the PIMC results for clusters at temperature
0.5 K. Up to N = 25, our VPIMD results are found to be in
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FIG. 1. Classical chemical potential uy is shown as a function of the cluster
size N. Filled blue circles indicate the chemical potential and the line is drawn
as an aid to the eye.

good agreement with the DMC, PIGS, and PIMC results. For
larger clusters,our VPIMD results agree well with the PIMC
results. In the range of the size, 26 < N < 32, the ampli-
tude of the oscillation in the size dependence is systematically
smaller than the PIMC results. This could be ascribed to the
quantum enhancement of the fluctuation in the clusters with

0l e PIMC (T=05K) |

+ DMC

PIGS
-15 | —— VPIMD 1
.20 |- .
-25 4
— 30| 1

<
=350 .
.40 |- .
-45 |- 4
.50 |- i
.55 |- ]
0 5 10 15 20 25 30 35 40

FIG. 2. Quantum chemical potential uy is shown as a function of the cluster
size N. Blue triangles are the variational path integral molecular dynamics
results. Green circles are the path integral Monte Carlo results for clusters at
T =0.5 K, purple cross symbols are the diffusion Monte Carlo results'> and
orange star symbols are the path integral ground state results.'® The line is
drawn as an aid to the eye.
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lowering temperature.'""!'” On the other hand, DMC results
show monotonic size dependence even for N > 25. In Ref. 15,
the zigzag size dependence found in the PIMC results is sug-
gested to be a finite temperature effect. However, our VPIMD
results clearly show that the size dependence exists even in
the ground state. PIGS results are found to be in good agree-
ment with VPIMD results for the size N > 33, showing the
zigzag size dependence in the ground state. In the size regime
26 < N < 32, however, PIGS results are less structured than
VPIMD results. This arises from the small discrepancy in total
energies between VPIMD and PIGS calculations for the size
regime, which could be due to the length of run as discussed
above.

To understand the size dependence more deeply, we
decompose the chemical potential into the kinetic and poten-
tial energy contributions: uy = A{T)y + A(V)y, where
AO)y = (O)y — (O)y-1 for an operator O. The size
dependence of these contributions is shown in Fig. 3. Deep
minima in the potential energy contribution are found for
N = 13, 26, 29, 34, and 39. Although the corresponding
kinetic energy contributions have maxima for the clusters, the
potential energy contribution outperforms the kinetic energy
contribution. Shallow minima in the potential energy contri-
bution, N =23, 32, and 37 are almost washed out by the kinetic
energy contribution.

‘We next discuss the stability from the structural viewpoint.
Density profile measured from the center of mass is shown for
N =25, 26, and 27 in Fig. 4. The cluster of N = 26 shows
the magic number stability found in the chemical potential.
All the clusters presented in the figure have structured density
profiles. As is evident from the figure, the density profile for

150 T T T
12 —e— Chemical potential

SF e Kinetic energy component ]

———— Potential energy component
100 S
A
J\
75 |- I\ 4
\

50 |- A N

25 i 25 e 4

Energy component (K)
8

.50 |- = ’ o -g . |
75 |- = i
-100 |- AL
i
125 i .
i ¥
-150 | 1
175 F 1
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N

FIG. 3. Quantum chemical potential uy and the kinetic and potential energy
components of uy are shown as a function of the cluster size N. Blue circles,
red squares, and blue triangles are the quantum chemical potential, kinetic
energy component, and potential energy component, respectively. The line is
drawn as an aid to the eye.
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FIG. 4. Radial density profile measured from the center of the cluster p(r) is
shown. Dotted blue, solid red, and dashed green curves are the results for the
size N = 25, 26, and 27, respectively.

N =26 is found to be more rigid compared with the neigh-
boring size clusters N = 25 and 27. This structural rigidity
yields the magic number stability. Other magic number clusters
N =29 and 34 show the same structural trend. In Fig. 5, the
density profile is shown for N = 38, 39, and 40. It seems that
the cluster is undergoing a structural change with approaching
N = 40, suggesting a different physical origin in the magic
number stability. This point will be addressed in a future
study.

0.02

001} 7

0.00

FIG. 5. Radial density profile measured from the center of the cluster p(r) is
shown. Dotted blue, solid red, and dashed green curves are the results for the
size N =38, 39, and 40, respectively.
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V. HIDDEN STRUCTURES

In this section, we apply the inherent structure analysis
to our VPIMD method to characterize the wavefunction of
the clusters in the configuration space. The inherent structure
analysis has originally been developed to classical systems at
finite temperatures;>> configurations generated by molecular
simulation methods are numerically minimized along the tra-
jectory. The procedure corresponds to instantaneously quench
the system at absolute zero, revealing the potential energy land-
scape explored by the kinetic energy of the system. The method
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FIG. 6. (a) The instantaneous potential energy of the cluster of N = 26 at the
imaginary time 7 = /2 is shown along the variational path integral molecular
dynamics (VPIMD) trajectory. The dashed line indicates the expected value
of the potential energy. (b) The potential energy of the corresponding inherent
structures is shown along the VPIMD trajectory. The potential energy for the
global minimum structure is given to be -3507.9 K.
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has been extended to quantum systems studied by DMC and
PIMC.>* In the present study, we have applied the idea of
the inherent structures to the VPIMD results. As described in
Sec. II, the structures at the imaginary time 7 = (/2 are dis-
tributed according to the square of the exact wavefunction
[¥ol>. Then, each structure along the VPIMD trajectory is
minimized by the steepest descent method.

In Fig. 6, we show the potential energy of the cluster of
N =26along the VPIMD trajectory. The potential energy is cal-
culated at the imaginary time slice 7 = 3/2. The instantaneous
energy fluctuates around an averaged value. In the figure, the
potential energy of the inherent structures is also presented.
A band in the lowest energy is found to be the energy of the
global minimum structure. As is evident from the figure, the
wavefunction is highly delocalized in the configuration space;
the wavefunction covers high energy local minima as well
as the global minimum. We confirmed that wavefunctions for
clusters N =25 and 27 are also delocalized in the configuration
space. In Fig. 7, the energy gap between the global minimum
and the second lowest minimum is shown as a function of the
cluster size N. We find the energy gap of N = 26 is larger
compared with that for N = 25 and 27, which means that the
global minimum energy structure of the magic number cluster
is stabler than that of the neighboring size clusters. This stabil-
ity of the global minimum causes the magic number stability
observed in the chemical potential. Other magic number clus-
ters N = 29 and 34 show the same trend of the stability of the
global minimum structure.

In Fig. 8, the potential energy difference A(V') calculated
using the inherent structures is presented. The size dependence
observed in A(V) is found to be well described by the inherent
structures, indicating that the zigzag dependence of the chem-
ical potential reflects the potential energy landscape of each
cluster.
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FIG. 7. Energy gap between the global minimum energy and the second low-
est energy minimum is shown as a function of the cluster size N. The line is
drawn as an aid to the eye.
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FIG. 8. Potential energy component of uy is shown as a function of the
cluster size N. Blue squares are the results by the inherent structure analysis.
The A(V) of the quantum py is also presented for comparison (red circles).
The line is drawn as an aid to the eye.

VI. QUEST FOR THE TRUE GROUND STATE

In this section, we present the ground state properties of
para-hydrogen clusters N = 25, 26, and 27 by our replica
exchange path integral hybrid Monte Carlo (EXVPIHMC)
method. This provides a stringent test on the reliability of our
molecular dynamics results presented in Secs. IV and V. For
EXVPIHMC calculations, we have prepared replicas cover-
ing from structured to fully melted clusters to minimize the
possibility on trapping in metastable states. To realize this,
we adopted scaling parameter « of the potential energy in the
range 0.5 < @ < 1.0; as demonstrated below, the interaction
with @ = 0.5 corresponds to a fully melted system.

We first optimize the variational parameters of the trial
wavefunctions for each replica; the same functional form
Eq. (24) is used for all the replicas. Scaling parameter for
an (th replica is given by ol = 1.0 — 0.05 x ¢ for £ = 0,
..., 10. Numerical optimization of the variational parameters
has been performed by our variational molecular dynamics
(VMD) method?* combined with the steepest descent mini-
mization. The VMD is a method compatible with the vari-
ational Monte Carlo method, which is used to numerically
evaluate the derivatives of the total energy regarding the varia-
tional parameters. In Fig. 9, a density profile by the optimized
trial wavefunction is presented for N = 26. The cluster with
a = 1.0 shows a two-peak structured profile. With decreas-
ing a, the density profile becomes broader; the cluster is fully
melted for @ = 0.5. Using the trial wavefunctions, we have per-
formed the replica exchange VPIHMC calculations. For each
pair of replicas, the acceptance ratio of the exchange trials was
found to be about 10%. In Fig. 10, the exchange diagram is
presented. This diagram indicates how a cluster starting from a
replica travels other replicas by the exchange MC move along
the EXVPIHMC trajectory. As is evident from the figure, the
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FIG. 9. Radial density profile measured from the center of the cluster p(r) is
shown for N = 26. The density profile is calculated using the optimized trial
wavefunction for the system with the scaling parameter of the intermolecular
interaction, & = 1.0 (solid), 0.9 (dotted), 0.8 (dashed), 0.7 (twin), 0.6 (chain),
and 0.5 (sparse).

cluster starting from a replica widely wanders all the replicas
ranging from the structured to the fully melted clusters. This
indicates that a system could escape from a metastable state
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FIG. 10. Replica number occupied by the cluster starting from a replica is
shown along the replica exchange variational path integral hybrid Monte Carlo
step.
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FIG. 11. Radial density profile measured from the center of the cluster is
shown for N = 26. Blue circles are the results by the replica exchange vari-
ational hybrid Monte Carlo method with @ = 1.0 and red triangles with
a = 0.5. Solid curve is given by the variational path integral molecular
dynamics results.

via the exchange moves even if the system would be stuck
in the metastable state. Figure 11 shows the density profiles
of the cluster of N = 26 for two scaling parameters a = 1.0
and 0.5. While the cluster with the scaling parameter @ = 1.0
has the structured profile, the cluster with @ = 0.5 is found
to be melted in the ground state. This demonstrates that the
ground state of the para-hydrogen cluster modeled by Silvela
and Goldman’s potential is not described by the melted profile
but by the structured density profile. Other clusters N =25 and
27 are found to show the same structural trend. In Table I, the
total energies are collected for N = 25, 26, and 27 clusters cal-
culated by EXVPIHMC and VPIMD. The results are in good
agreement, indicating the reliability of our VPIMD results.

VIl. CONCLUDING REMARKS

In the present study, ground state properties of para-
hydrogen clusters up to the size of N = 40 have been studied
by the variational path integral method. Our variational path
integral molecular dynamics calculations have revealed that
the para-hydrogen clusters indicate the magic number stabil-
ity for the sizes N = 13, 26, 29, 34, and 39, which is manifested
in minima in the size dependence of the chemical potential of
the hydrogen molecule. The zigzag size dependence of the
chemical potential found in the finite temperature path inte-
gral Monte Carlo study!! exists even at zero temperatures.
The magic number clusters were found to have a larger struc-
tural rigidity compared with the neighboring size clusters. The
inherent structure analysis, which has been extended to the
variational path integral, reveals the magic number stability
well described by the potential energy landscape of the clus-
ters, especially the stability of the global minimum energy
structure.

We have also developed a novel simulation method com-
bining our variational path integral hybrid Monte Carlo method
with the replica exchange technique. In the present study,
we scale the potential energy of the cluster to introduce
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replicas whose structures cover from rigid to melted systems.
Our replica exchange variational path integral hybrid Monte
Carlo method has been applied to selected clusters N = 25, 26,
and 27. The calculated results demonstrate the reliability of
our variational path integral molecular dynamics results, indi-
cating the para-hydrogen clusters have the structured density
profile in the ground state.

It is important to directly address the issue of the superflu-
idity of the para-hydrogen clusters to connect our findings in
the present study with the superfluidity. We need to develop a
method to evaluate the superfluid density of free clusters within
the variational path integral framework. Associated with this
issue, the off-diagonal component of the density matrix must
be calculated to directly evaluate the condensate fraction. This
can be realized by extending our VPIMD method to the off-
diagonal density matrix. These issues will be addressed in the
future.
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