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Abstract: Shared resources reside on server nodes in a network. Requests arrive separately in 
succession to access the resources. Several problems are unavoidable in managing the server 
locations in order to reduce the load of network. There is no way to apply optimal algorithms, 
because the future data are unknown. The design of online algorithms to efficiently solve these 
problems is the topic of our study. We introduce the bases of online problems as well as the 
systematic approaches to finding solution. After that, we have a survey about the server problems 
and design techniques with their algorithmic qualities in terms of competitiveness in basic 
networks. Two specific networks of Euclidean space and rings are focused, independently. The 
server problem of migrating a unit data upon access requests is enquired in both networks towards 
designing deterministic algorithms. For the case of Euclidean space, an efficient 2.75-competitive 
online algorithm is designed and equipped by a lower bound of 2.732. It improves the former 2.8-
competitive and 24-year-old algorithm. As for general ring networks, a 3.326-competitive algorithm 
is achieved with a tight analysis. Then, we propose time-efficient definitions of server problems 
which arise in modern networks. 
Keywords: server problems; uniform page migration problem; competitive analysis; online 
algorithms; efficient design; adversary model; euclidean space; ring networks 

 

1. Introduction 
Daily-life is greatly influenced by electronic devices. The desired functionality of these 

appliances depends on their processing units, and the needs for faster processors has been increased. 
Since there is no recent big improvement to the clock speed of processors, one resolution is to 
interconnect multiple processors in a network which shares resources which cause several problems. 
The study of networks has been drawing more attention, continually. The power of computation and 
computing resources is essential for coping with so many challenges which arise. Efficient solutions 
for big networks are demanding since they are enlarging and coming into view of human life. In 
practical point of view, PCs have ability with a reasonable cost for tackling the problems with some 
scale. More power of computing for larger problems can be found through high-performance 
computing, cloud computing, grid computing, distributed processing, etc. In theoretical point of 
view, the network problem is defined formally, and efficient techniques are employed to design an 
algorithm which guarantees a level of optimality through comprehensive analysis. The problems are 
subject to be divided into two or more categories. For each category, some specific frameworks are 
known to be utilized for dealing with the problem. For example, if the whole data of the problem are 
given in advance, then the scope of design would be offline algorithms. Otherwise, i.e., the input data 
are given one by one, then the problem needs to be coped with through online algorithms. An 
algorithm might be deterministic or randomized, depending on the behavior of algorithm to be either 
functional or based on random distribution, respectively. For complexity, the amount of computation 
to solve a problem could be linear, constant, polynomial, exponential, etc. Since the exponential-time 
algorithms are less practical, there are helpful approaches like approximation algorithms, which give 
solution with a guarantee of maximum gap from the optimal solution, but applicable in a reasonable 
time. Similar situation happens also for online algorithms, which are the theme of our study. A 
deterministic online algorithm guarantees a maximum gap with the optimal solution. Moreover, we 
focus on the server problems of networks, for which sequential requests to access shared resources 
appear one by one, and must be served per se. 

The main problem of online problems is that there is partial knowledge about the whole data. The 
entire data are not available at once, but coming one by one. The solution must adapt with a new 
input arrival. Each input may be interpreted as a request of task and is likely to change the state of 
solution. The final goal is to reduce the total cost of processing the inputs and changing the states, as 
far as possible. In the case of online problems, metrical task systems [1] have been widely utilized as a 
formal framework for defining online problems. This model is established based on a network of 
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metric space � = ��, ��  for �: � × � → ℝ , where |�|  denotes the finite number of network states. 
(�,�) is a metrical task system (MTS), where � is the set of tasks (abstractions of requests). Each task 
is denoted by �� = (���	��, ���	��, … , ��
	|�|�), where � ≥ 1, and ��
	�� ≥ 0 is the cost of processing task �� at state 	�. In addition, 	� ∈ � is set as a starting state of the problem for dealing with. A metrical 
task system ((�, �),�) is called uniform [1] if �
	� , 	�� is identical for every 	� , 	� ∈ � where 	� ≠ 	� . An 
online algorithm 
 sets 
� = 	�, and processes a request sequence � = ��, ��, … , �� one by one, while 
determining a state sequence 
�,
�, … ,
�, where 
� ∈ � denotes the state at which �� is processed. 
Upon each request �� , the algorithm first changes the state of solution from 
���  to 
� , and then 
processes request ��. The objective of an online algorithm is to lessen the total cost for changing the 
states and processing � requests  
���, ��, … , ��� = ∑ (��
���,
�� + ��(
�))��	�  as far as possible. In this 
way, we denote 
���, ��, … , ���
�  as the total cost if 
� = 	� . Note that if 
� = 
��� , then we have ��
���,
�� = 0, i.e., no change occurs to the state upon request ��. The quality of an online algorithm 
is measured relative to the all other possible algorithms. The algorithms � and � are deterministic 
since they uniquely decide the state upon each request. On the other hand, randomized algorithms 
distribute probability on the states for random choices, upon each request. The framework of 
competitive analysis is available to evaluate the efficiency of an online algorithm in a breathtaking 
comparison with an optimal algorithm which already possesses the request sequence, in advance. 
This measurement yields a value � for an online algorithm 
. This value is calculated by dividing the 
cost incurred by 
 over the cost of any other offline algorithm, for any sequence of requests. The 
maximum ratio can be obtained using a comparison between the online algorithm 
 and an optimal 
algorithm � . An online algorithm 
 is �-competitive, if there exists a constant �, such that 
��� ≤����� + �, for any finite sequence �. If � = 0 then 
 is strictly �-competitive. If 
 is a randomized 
algorithm, then 
(�) denotes the expected value of cost. 
 is competitive if it hits a constant competitive 
ratio of �. 
2. Efficient Design 

Adversary models allow to analyse online algorithms as an unfair game, between the designed 
online algorithm and a malicious adversary against it. The adversary knows the algorithm and 
produces a sequence of requests as difficult as possible (to maximize its competitive ratio). Adaptive 
offline adversary knows everything about 
. This adversary generates a sequence of requests �, based 
on the complete information about the algorithm’s response for any request. Hence, at each step, it 
chooses the next request according to the responses of the algorithm so far. The algorithm � of the 
adversary behaves optimally and pays the optimal cost �(�) . Adaptive online adversary cannot 
determine the behavior of 
 , since 
  is a randomized algorithm for this model. This adversary 
produces each request according to 
’s definition and against its random responses so far, and incurs 
an expected cost �(�). Oblivious adversary does not know anything about the random behavior of 
 
and its responses. This adversary produces the entire sequence in advance, only based on the 
definition of algorithm. Regarding the adversary models, an online algorithm 
 is �-competitive, if 
for an additive constant � we have 
��� ≤ ����� + �. At this point, we mention some useful relations 
among these models. 

Amortized Analysis is a useful way to bound the competitiveness of an algorithm upon each 
request. After receiving a request �� , the algorithm 
 processes the request by some actions and 
responses to the request by some other actions. Similarly, the adversary �  also processes and 
responses to the request by some actions. These actions are specified by the definitions of 
 and �. 
Let 〈��,�, ��,�, … , ��,�〉 be any order of all the mentioned actions performed upon the request ��, and �� 
be the set of all computable configurations of an algorithm � . Moreover, let � =〈��,�, … , ��,�, ��,�, … , ��,�, … , ��,�, … , ��,�〉 be an ordered set of all actions for a sequence of � requests, 
and �  is partitioned into � subsets ��  for 1 ≤ � ≤ �, such that the actions in �
  happen before the 
actions in ��  for � < �. In the analysis of an online algorithm 
 for showing its �-competitiveness, it 
would be enough to define a function Φ:�� × �� → ℝ and show that |
|� + Φ� ≤ �|�|� + Φ���  for 
every ��, where |�|� denotes the total cost incurred by � to perform ��, and Φ� ≥   denotes the value 
of Φ right after finishing the accomplishment of �� by both algorithms, for a constant  . Set Φ� as the 
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value of Φ just before performing any actions. In this analysis, ΔΦ = Φ� − Φ��� prepares an upper-
bound � for the algorithm, so that the art of choosing proper subsets to minimize the amortized value 
as well as mapping the configuration of algorithms in an appropriate way are the basic ideas of this 
investigation. We denote by Δ|�| = |�|� − |�|��� the change of value in the cost of � by two consequent 
partitions of actions. Each partition is called an event. To analyse the algorithm for second network, 
we utilize this method, and also unearth the initial technique of aggregation [2], which leads to 
combine two consecutive subsets to follow the proof by somehow disturbing the discussed approach. 

Work function algorithms provide a standard procedure for confronting adversaries. An adversary � knows the online algorithm and acts against it, thus a work function algorithm ! attempts to know 
the adversary as soon as possible and reacts against it. This defense is done through designing !, 
such that upon request ��, !� recursively minimizes !���, ��, … , �����
� + �
	� ,!�� + ��(!�) for all 	� ∈� and !����
� = �(	�, 	�). Here, !���, ��, … , �����
� = ����, ��, … , �����
� is a work function which can be 
optimally calculated through dynamic programming. This technique of efficient design always 
provides an online algorithm which shows the power of this technique. 
3. Server Problems 

The list accessing problem is extensively studied. The objective is to minimize the total cost for 
accessing a requested item in an ordered list and self-reordering of the list. Reordering strategies 
basically include moving the accessed item to the front of the list, transposing the item with its 
preceding one, and sorting based on the frequency of accesses. The page replacing problem (a.k.a. paging 
problem) is a variant of the list accessing problem, which arises in the management of a virtual 
memory by an operating system. Assume the fast memory is limited to hold � pages of the virtual 
memory. Faster response to access the pages is desirable for online requests as usual, but fetching a 
page from the virtual memory into the fast memory is costly. If an online algorithm drops the least 
recently used or the oldest fetched page from fast memory for fetching a newly requested page, then 
it achieves �-competitiveness, and no other deterministic online algorithm can achieve a better ratio 
[3]. The algorithm of evicting the least recently used page is recognized as a form of marking, a general 
strategy that works in phases [4]–[6]. a significant number of efficient online algorithms which work 
in a phase-based style for famous online problems. Hastily speaking, in each phase, a part of request 
sequence is being investigated with a length that is a function of some property of data (e.g. data 
size). The study of server problems is roughly about managing resources in networks. � -server 
problem and data management problem are extensively studied online problems that come out in the 
management of data in networks. �-server problem [7] is a general form of page replacing problem, in which the cost of fetching 
different pages may differ. In a metric space (�, "), there are � copies of data on each node of 	��� ⊂�, and upon each request at �� ∈ �, if �� ∉ 	��� then a copy of data on # ∈ 	��� moves to �� with the cost 
of "(#, ��) , where 	�  is the initial set of servers. The objective is to minimize the total cost of 
movements. There is no �-competitive deterministic [7], or randomized algorithm against adaptive 
online adversaries [8], where � ≤ �. It is an important open question if the work function algorithm 
is �-competitive, though its (2� − 1)-competitiveness is known [9]. The lower bound of problem is 
[10] to be Ω(log(�)/log�(log(�)) against oblivious adversaries, and is conjectured to be Θ(log���) [8]. 
If |�| = � + �, then there is a $(��log����)-competitive algorithm against oblivious adversary [11]. 

 Suppose there is a unique data in the network and the sequence of requests arrive either to 
obtain or to update the data. This data may be in the form of a file or database, and may be replicated 
among servers for handling read or write tasks arrive at the nodes ��, ��, … , �� in an online manner. 
The corresponding metric space of a task system ��, �� is specified in such a way that 	� ∈ � is the set 
of nodes which hold the copies of data, right after serving the request at �� and before receiving a next 
request. �(	���, 	�) is the minimum cost to move copies of data from 	��� to 	� such that moving each 
copy of data from % ∈ 	��� to & ∈ 	� costs the data size ' multiplied by "(%, &), the distance between % and &. The cost of processing �� at state 	��� is denoted by ��(	���). If �� is a read request, then ��(	���) 
equals to the distance of the closest ( ∈ 	��� to �� in the network. If the network is represented by a 
graph ) = (�,�) and �� is a write request, then ��(	���) is the weight of a minimum weight tree that 
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spans 	��� ∪ {��}. The problem is known as data management problem (a.k.a. file allocation problem), 
targeted to minimize ∑ (���	���� + �(	���, 	�))��	� . If the metric space is a graph and ' = 1, as well as if 
there is no ‘write’ request and ‘read’ requests always cause replication, then the problem is called 
online Steiner tree problem. The study of this restricted case of the problem has close connection with 
the original problem in such a way that any �-competitive online Steiner tree algorithm against 
adaptive online adversary can derive an online 
2 + √3��-competitive algorithm against adaptive 
online adversary [12], and for every graph, if there exists a � -competitive algorithm on data 
management problem, then there exists a strictly �-competitive algorithm for online Steiner tree 
problem [12]. 

Data management problem has been received a substantial amount of interests. For arbitrary 
graphs, there exists a phase-based algorithm that considers only one part of the request sequence at 
each phase. Each part contains exactly ' write requests if there are enough, and the algorithm copes 
only with read requests at each phase [13]. There exists an $(min{log(|�|),log(max{"(&� , &�)})} -
competitive algorithm on general graphs, for all &� , &� ∈ � [13], and there exists a graph )(�,�) such 
that the competitive ratio of any randomized algorithm against oblivious adversary is in Ω(log�|�|�) 
[12], [14]. Some other results for this problem include the lower bound of 3 for both deterministic [15] 
and randomized algorithms against adaptive online adversary [12], as well as 2 + 1/'  for 
randomized algorithms against oblivious adversaries [16], in a network with only two points. As for 
ring networks, randomized algorithms against adaptive online adversary [12] and against oblivious 
adversary [16] combined, [17] exist, each with the competitiveness of 2(2 + √3)  and 2(2 + 1/') 
respectively. In the study of outerplanar graphs, randomized algorithms with the competitiveness of 
8(2 + 1/') and (3 + 2√2)(2 + √3) are designed, against oblivious adversary [16] combined, [18], 
and against adaptive online adversary [19], respectively. As for the uniform ring networks, there is 
no randomized �-competitive algorithm against adaptive online adversary for � < 3.833 [20], and in 
addition, if there is no ‘write’ requests in the network, then a lower bound of 2.311 [21] and an upper 
bound of 3 [22] for deterministic algorithms are proposed. Another well-studied server problem, 
called page migration problem, is a restricted variant of the data management problem, in which |	�| =
1. In other words, data management problem is the same as page migration problem, if there is no 
‘write’ request. Since here is no ‘write’, there is no matter about defining the problem in Euclidean 
and Manhattan spaces which are different from the metric space of finite graphs. Our new algorithms 
are concentrated on the problem of page migration (a.k.a. data migration, file migration), so that we 
will contemplate it with more details later. 

To provide a formal definition for the page migration problem, we first summarize the notations 
here, which are subject to get slight changes according to each context of the article. � = ��, ��, … , ��, 
 = 	�, 	�, … , 	� , "��, +� , ' , |�| , Δ|
| , and �,	-��	�,�� , respectively denote the sequence of first . 
requests, the designed algorithm, the distance between two nodes �, + ∈ �, the page size, the number 
of nodes in network, the amount of change in cost of algorithm 
 before and after an event, and the 
cost of 
 to respond � for the initial server location 	�. Therefore, the page migration problem is to 
compute the servers, i.e., the sequence of page locations 	�, … , 	� , such that the objective of cost 
function ∑ 
"�	���, ��� + ' ∙ "�	���, 	�����	�  is minimized. This problem is a formulation for the efficient 
management of memory shared among a network of processors, such as multiprocessor units, 
multicore processors, and graphical processing units. The problem can also be viewed as a 
formulation for the efficient handling of shared objects in the network of a distributed system, such 
as computer and telecommunication networks. A restricted form of the page migration problem with ' = 1 is regarded as uniform page migration problem and received interests in the area. For this uniform 
model of problem, the objective is to minimize ∑ 
"�	���, ��� + "�	���, 	�����	� . The uniform page 
migration problem is identical to the page migration problem if the cost incurred by servicing a 
request on + from the server �, equals to the cost incurred by the migration of server from � to + for 
every �, + ∈ �. The problem arises when the requests are always issued to access the entire page, or 
resource. 

The page migration problem was reported by proposing 3-competitive algorithms which work 
based on counters, in uniform graphs and trees, as well as showing a lower bound of 3 for any metric 



Dissertation Abstract, Amanj Khorramian 6 of 10 

space [15], and (disproved) conjecturing the optimality of the lower bound. Note that counter-based 
algorithms play a significant role in designing efficient online algorithms for server problems. This 
kind of algorithms usually work with a strategy by considering counters on the nodes of network, 
such that the total amount of counts is bounded by a function of the page size from above. For general 
graphs, a 4.086-competitive algorithm is known [23] that for parameters � ≈ 1.841 and  ≈ 0.648, 
after �th subsequence of fixed � × '  requests �� , the page migrates from 	���  to 	�  that minimizes ∑ "
	� , ����×��	� +  × ' × "(	���, 	�). Just recently, the ratio of 4.086 has been improved to 4, by a new 
algorithm that considers to dynamically change the length of subsequences [24]. Moreover, in the 
study of randomized algorithms against adaptive online adversaries, a 3-competitive algorithm for 
general metric spaces was proposed [25] that matches the lower bound on two points [12]. 

About continuous metric spaces, a randomized (2 + 1/2') -competitive algorithm against 
oblivious adversary is proposed using work functions, and showed to be optimal, for a segment 
between two points. This algorithm is utilized as a module for designing a new algorithm for the 
network of continuous tree (a concatenation of two-point segments), while preserving its 
competitiveness. The new randomized algorithm migrates its server to a distribution 	� = ∑ �

�� 	�����	�  
upon request 	�,� = ��. The rest of 	�,� are determined using an initial subtree � = [	�,�, 	���,�] that is 
developed as 	��  gets the nearest point in � to 	���,� and � grows to � ∪ [	�,� , 	���,�]; while � increases 
from 2 to 2'. This algorithm works even on finite products of tree such as continuous hypercubes 
and meshes. The algorithm is derandomized by migrating to 	�/ = ∑ #	�(#)� , the barycenter of 	� while 
keeping the same competitive ratio of 2 + 1/2' , as the best ratio on continuous trees. The 
competitiveness is admitted even in ℝ� but still under 0� norm [26]. If there exists a �-competitive 
algorithm with finite distribution against oblivious adversary on ℝ� , then a deterministic � -
competitive algorithm also exists [26]. 

For general metric spaces, a randomized �(')-competitive algorithm is available [25] against 
oblivious adversary, where ��1� = 2.8 and �(') gets smaller to approach 2.618 as ' enlarges. This 
algorithm is derandomized in ℝ� under 0� norm for any . and �. This algorithm from 24 years ago 
is beated by one of our contributions in this thesis, by proposing a more efficient and deterministic 
2.75-competitive algorithm. We bound the ratio for the algorithm with 2.732 from below. Note that 
for the interval [0, 1] , we have 2 + 1/2'  as a lower bound for any randomized or deterministic 
algorithm [26]. This lower bound is also admitted on ℝ� under any norm, because for the interval 1 = [0, 1] on a dimension � in ℝ� , any online algorithm 
 locating its server in ℝ� ∖ 1 for requests 
only in 1 has a cost of at least that of a certain algorithm locating its server only in 1, i.e., projection on 
the � th coordinate of A’s server location if the projection is in 1 , and the closer endpoint of 1 
otherwise. It was a longstanding question how the gap of ��'� and 2 + 1/2' can be tighter under 0� 
norm with � ≥ 2. The question is partially answered by our algorithm. For the graphs restricted with 
only three points (a.k.a. three-node ring networks, three-node cycles), optimal 3 -competitive 
deterministic algorithms with ' ∈ {1,2} [26], [27], and asymptotically optimal (3 + 1/')-competitive 
deterministic algorithms with ' ≥ 3 [27] are proposed. Specifically for ring networks with more 
nodes (i.e. |�| > 3), there is no general study and the current 4-competitive upper bound [24] is still 
the best known for ' > 1. 

In the uniform model, this upper bound is reduced to 2 + √2 ≈ 3.4142 which works on general 
graphs including the rings, together with showing a lower bound of 3.1213 for a ring with five nodes 
[28]. In another study, we propose a quite complicated deterministic algorithm with the tight 
competitiveness of 3.326  on ring networks. Mobile server problem is a variant of page migration 
problem that restricts the movement distance of the page in Euclidean space. The problem is 
introduced and provided by a deterministic and near-optimal algorithm that migrates the server 
towards the center of some requesting points [29]. Additionally, we point out that the current 
problems of managing resources are defined to efficiently reduce the load of networks, and we 
propose new definitions for reducing the time in the networks. 
4. Euclidean Space 
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The uniform page migration problem in a network of Euclidean system is considered. Any point 
in a space with one, two, or even more dimensions, is likely to be a source for the request or the 
location of server. The distance function " is defined by norm 0�. Each request at a point �� is served 
by the cost of ordinary distance between 	��� and ��, and after that, the page may migrate by the cost 
of distance between 	��� and 	�, the new server location. Cloud computing authorizes the requests to 
access the resources which are present and found everywhere. The problem included in such recently 
hot topics, where a server can take the natural Euclidean distances for the purpose of reducing the 
overhead of management. 

25 years ago, a 2.8-competitive randomized algorithm was proposed [25], and later, 24 years 
ago, that algorithm was derandomized to a deterministic algorithm [26] with the same ratio for this 
problem. No improvement is known before our study. Our algorithm PQ, maintains the server at the 
center of two points � and 2, both of which are initially located at the initial server location. Upon 
each request at location � , if "(�, �) ≥ "(2, �) , then �  moves to � ; otherwise, 2  moves to � . The 
algorithm migrates its server to 	 = ���

�  after �  or 2  moves. The competitiveness of 2.75  for the 
algorithm is proved [30]. For the proof of the competitiveness, the correctness of an inequality, 
different from a triangle inequality, is needed. The inequality is about the points computed by the 
algorithm that is shown by a lemma [30], saying that for any 3 > 2 and �, 2, �, 	 ∈ ℝ� such that � ≠ 2, "(�, �) ≥ "(2, �) > 0, and 	 is the center of � and 2,	5 = "�	, �� − 6�� − �

�7 ∙ "��, �� − 6�� − 17 ∙ 
"�2, �� −"��, 2��	 is maximized if "(�, �) = "(2, �), or "(�, 2) = "(�, �) + "(2, �), or "(�, �) = "(�, 2) + "(2, �). 
For bounding the competitive ratio of the analysis, an adaptive offline adversary is found. For �� = � , ��� = + , and ����� = 	�  on a plane, where 1 ≤ � ≤ . and � , + , and 	  are the vertices of an 

equilateral triangle with a unit side length, the adversary infinitesimally perturbs the distances by 
slightly increasing the distance between 	  and + . In this sequence, for sufficiently large . , then �,	-���	,��/�,	-����	,�� is at least 1 + √3 ≈ 2.732, which bounds the competitiveness of PQ from 
below. [30] 

As for future works on this problem, one could seek to find an online algorithm to cover the 
non-uniform page migration problem with better competitiveness than 2.618 . Another area of 
improvement is to narrow the upper and lower bounds of the algorithm, though we conjecture that 
this gap can be closed towards the lower bound. Moreover, the generalization of the algorithm under 
other norms remains an open problem in this research area. 
5. Ring Network 

Ring is a connected graph with exactly two paths between every couple of nodes. In the problem 
of uniform page migration, a server, i.e., one of the nodes, holds a non-duplicable page. Through 
shortest path 8(, ) (with the length of less than or equal to half of network length 0), the server must 
serve every request, and may migrate to another node before the next request arrives. We propose a 
tightly deterministic 3.326-competitive algorithm TriAct, improving 3.414, the best upper bound. 
We set �� ← 	�, # ← "�	���, �����, 9 ← "�	���, ���, and : ← "�����, ���. Our algorithm TriAct migrates the 
server from 	��� to 	� through the following 6-case algorithm: 

 
if	: = # − 9	then		� ← ��  {Case A}
else if	: = 9 − #	then		� ← ���� {Case B} 
else if	: = # + 9	then		� ← 	��� {Case C} 
else if	9 ≥ −3 − 33 − 2 # + 1

2 0	and	9 ≥ 23 # + 3 − 2
23 0	then		� ← ���� {Case D}

else if	9 ≤ 3 − 1
2 #	and	9 ≥ − 33 − 2 # + 3

23 − 4 0	then		� ← �� {Case E} 
else		� ← 	��� {Case F} 

 
If 8(	���, ����) and 8(	���, ��) share any edge of the network, then either Case A or Case B follows 

by the algorithm. If 8�����, ��� = 8�	���, ����� ∪ 8(	���, ��) then Case C follows (see Figure 1, left side). 
For the rest of cases, we have 0 = "�����, ��� + "�	���, ����� + "�	���, ��� = # + 9 + :, and the algorithm 
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separates all possible conditions among distances into three Cases D, E, and F, to decide the action of 
server for migration. Since � is a constant value, we calculate � as a function of � and �. To show 
TriAct is �-competitive with � � 3.325722333398888, we utilize the function of amortized analysis 
���� , �� , ��� � ��/2� ∙ ����� , ��� � ���� , ���� � ��/2 � 1����� , ���, use the triangular inequality frequently, 
and separate the online events into two parts to show that ∆|TriAct| � ∆� � 	3.326∆|X| ) 0 follows in 
every case. The first part includes the migration costs incurred by X, and the second part covers the 
service costs incurred by X together with the migration and service costs incurred by TriAct. Let Δ� ����� , �� , ��� � ���� , �� , ����� � � ∙ ������, ���,  and Δ� � ������, ��� � ������, ��� � ���� , �� , ����� �������, ����, ����� � � ∙ ������, ���. It would be sufficient to show that Δ� ) 0 and Δ� ) 0. For the first 
part, Δ� � ��/2� ∙ ����� , ��� � ���� , ����� � ���� , ��� � ���� , ������ � � ∙ ������, ��� ) ��/2� ∙ �������, ��� �������, ���� � � ∙ ������, ��� � 0. 

  

 

Case 
A 

 

Case 
B 

 

Case 
C 

 
Figure 1. Representing the conditions of Cases A-F, as well as the positive region of Δ� in Case F (grey region). 

� � 1 � 	9 √�� �⁄ 
 42√�� � 71�� �⁄ 6√��� 
 ��√�� 
 48√�� 	9 √�� �⁄ 
 42√�� � 71�� �⁄� 
 71 9√��⁄ 
 28 3⁄ �� �⁄ 2�  where	� � 2√13438 3⁄ � 1999 27⁄ . 

     
For the second part, since TriAct has three choices of �� for migration as �� (in Cases A and E), 

����  (in Cases B and D), and ���� (in Cases C and F), Δ�  is bounded from above as �1 � ��� � 2�, 
�2 � �/2�� � �1 � �/2�� � ��/2 � 1�� , and �1 � �/2�� � ��/2�� � ��/2�� , respectively. Therefore, 
for Cases A, B, and C, we clearly have Δ� ) �3 � ��� , 0, Δ� ) �3 � ��� , 0, and Δ� ) �1 � ��� , 0, 
in the same order already mentioned. For Cases D, E, and F, we have � � � � � � � and the conditions 
of these cases are defined using four functions �� � ����/3�/��/2��� � �/2 , �� � �2/��� �
��� � 2� ��⁄ ∙ � 2⁄ , �� � ��� � 1� 2�⁄ �, and �� � �� �� � 2⁄ �� ∙ �� 2⁄ � ��, which separate the area of a 
plane with dimensions of � and � (see Figure 1). In Cases D and E, since � . �� it follows that Δ� )�3 � ��� � �2 � ������� � 3� �� � 2�⁄ �� � � 2⁄ � � �� 2⁄ � 1�� � 0 , and since � ) ��  it follows that 
Δ� ) �1 � ��� � 2���� � 1� 2⁄ ��� � 0, respectively. In Case F, for �� � �/2 � �/�, if � ) ��, then Δ� )�� � � � �� 2⁄ �� ) 0. However, if � / ��, i.e., if � and � are in the grey region in Figure 1, then Δ� /0. For this situation, instead of bounding Δ� , we bound Δ� � Δ�� , the aggregation of Δ�  and Δ�� ����� , ����� � ���� , ����� � ������, ����, ��� � ���� , �� , ��� � � ∙ ����, �����, which is defined as the value of 
Δ� for the next request ����. We note that �� � ���� and we show that Δ� � Δ�� ) 0 for all six cases of 
����, as follows. 

For ����, in Cases A, B, and C, it follows that Δ�� ) �3 � ������ , ��� � �3 � ��������, ��� � �3 � ���. 
Therefore, Δ� � Δ�� ) ����� � 3� � 1� �� � 2�⁄ � � 2⁄  which is negative since � / �3 � √13� 2⁄ . In Case 
D, it follows that Δ�� ) ��� � 2����� , ����� � �� � 3�� � �� 2⁄ � 1��  and ���� , ����� . �2 �⁄ �� �
��� � 2� �⁄ � � 2⁄ , hence Δ� � Δ�� ) ��� � 4� �⁄ �� � � � ���� � 2� � 4� �⁄ � � 2⁄ . The value of 
��� � 4� �⁄ �� � �  is maximized at 2 , at which ��  and ��  intersect. In Case E, we have Δ�� )2���� , ����� � �� � 1� and ���� , ����� ) �2 �⁄ �� � ��� � 2� �⁄ � � 2⁄ . Therefore, we also have Δ� � Δ�� )��� � 4� �⁄ �� � � � ���� � 2� � 4� �⁄ � � 2⁄ . In Case F, it follows Δ�� ) ����� , ����� � � � �� 2⁄ ��. For � 
and � in the grey region in the figure, it follows that � . ���� � �� ��� � � � 2�⁄ � � 2⁄ , which is the �-
coordinate of 3 at which �� and �� intersect. This implies that ���� , ��� is larger than the �-coordinate 
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( (3 − 2) (3� − 3 − 4)⁄ )0  of � . Thus, "�	� , ����� ≤ (3 �3 − 2�⁄ )�0 2⁄ − 9� . Therefore, Δ� + Δ�� ≤
−(�3 + 2� �3 − 2�⁄ )9 + # − (3�3 − 4� (3 − 2)⁄ ) 0 2⁄ . The value of −((3 + 2) (3 − 2)⁄ )9 + #  is 
maximized at 2, at which 9  and 9! intersect. Therefore, Δ�� ≤ −(3�3 − 3� (3 − 2)⁄ ) 0 2⁄ < 0. Now, the 
competitiveness of 3 is clarified (detailed proof is preprinted [31]). 

To show 3 is indeed tight, the behavior of an adaptive offline adversary is found as follows. For 
a sufficiently large ., a request sequence	� = ��, … , �"�, and four request nodes 	�, �, +, and � on a ring 
network such that neither 8(	�, �) nor 8(+, �) has an edge of 8(	�, +). The adversary sets "�	�, +� =
((3� − 33 + 2) (23� − 23 − 8)⁄ )0  and "�	�, �� = "�+, �� = ��3 − 2� �3� − 3 − 4�⁄ �0 . The requests �"
�� , �"
�� , �"
�! , and �"
�"  are at � , + , � , and 	� , respectively, where 0 ≤ � < . . Moreover, the 
algorithm of adversary � migrates the server from 	 to � before any request occurs, with the cost of "�	, ��. The request �"
�� is served with no cost and the server does not migrate from �. The request �"
�� is served with the cost of "��, +� and the server migrates from � to � with a cost of "(�, �). The 
request �"
�!  is served with no cost and the server does not migrate from � . The request �"
�" is 
served with the cost of "��, 	� and the server migrates from � to � with a cost of "(�, �). Therefore, �,	-�#��$%�	,�� = .
2"�	, �� + 4"�	, +��  and �,	-��	,�� = "�	, �� + .
2"�	, ��� . Thus, we have �,	-�#��$%�	,�� �,	-�&'�	,��⁄ = 3, while . approaches infinity.  

Concerning future works, we think similar technique can improve our solution on restricted 
rings such as 4-node and 5-node networks and we conjecture the optimality of proposed algorithm 
for general rings. One might design an algorithm for ' ≥ 2 with a competitiveness of � < 4. 
6. Telecommunicational Servers 

The traditional problems of managing data arise for optimizing the load of network, in which the 
cost is a summation of service and movement upon each request. We rather propose to optimize the 
time which leads considering a maximization of service and movement. This assumption is due to the 
free interconnections in the network when there is no overlap, as well as assuming enough capacity 
in modern networking like the telecommunications in the case of overlapping of service and 
movement. Therefore, we propose to establish definition of telecommunicational servers problem, with 
the objective of ∑ max{���	����, �(	���, 	�)}��	� , and similarly, telecommunicational server problem, with 
the objective of ∑ max{"�	���, ���,' ∙ "�	���, 	��}��	�  for the distance metric "  in the network with a 
single page size ', respectively as time-efficient variants of data management and page migration 
problems. We have considered to apply work functions towards designing deterministic algorithms 
to solve these problems. For this purpose, we first need to define the problems in recursive form, then 
to use dynamic programming to find work functions of the problems by terminating at all possible 
nodes, and follow the rest of art, mentioned in Section 2 (Efficient Design). 
7. Conclusion 

We demonstrate the designative tactics and the analytical frameworks which have been founded 
to study online computation. Popular server problems of networks are surveyed, involving their 
general algorithmic ideas and qualitive states of the art. The concentration of illustration falls towards 
the uniform page migration problem, in which the problem is to locate the server to reduce the overall 
load of network. A couple of deterministic algorithms are efficiently designed and theoretically 
analysed, separately for the pair of Euclidean space and ring networks, for this online problem. 
Furthermore, we propose time-efficient definitions of server problems in modern networks, and then 
decide on and arrange in advance, to study it later by grasping the powerful tool of work functions. 
Since some suggestions indicate online algorithms as a framework of interactive computation, we 
propose to generalize the frameworks of online computation to cover problems beyond online 
algorithms. Additionally, since there is no clear classification for the hardness of online algorithms, 
we propose the study of reconfiguration graphs to attain a kind of sense on this matter, since the 
framework of online problems is a subject of reconfiguration. 
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