A synthesis method for multilayer neural
networks having =1 weights, minimum hidden
units and robust binary pattern classification
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ABSTRACT This paper presents a new synthesis method for multilayer neural networks., whlch Is
applied to binary pattern classification. Connection weights can be expressed with *+ 1, and unlt
outputs take 1 or 0. The number of hidden units is minimized, while achieving the highest
insensitivity to noisy patterns. In the deslgned multllayer ncural network, computational
complexity and memory capacity can be drastically saved.

In the proposed mcthod, first, all tralning patterns arc individually represented by a single
hidden unit. Second. representative hidden unit, whose Input takes large value for many patterns
in the same category, ls selected. The hidden units for these close located patterns are replaced
by thls representative unit. Third. the welghts connected to one hidden unit are always shifted
toward the center of a cluster of the related patterns. Thls s always carried out when the
combination of the patterns is changed. Finally., redundant hidden units, which have too suffictent
noise margin, are absorbed by the other unlt, whose Input tightly satisfies the given nolse margin.
Simulation results, using many klnds of patterns, demonstrate efficiency of the proposed method.

1 INTRODUCTION

Multilaver neural networks are attractive for pattern recognition and classification.
Back-~propagation (BP) algorithm and {ts medlffed version have been successfuily applied [1].
However, many problems still remain. For example, there is no general rule te determine the mini-
mum number of the hidden units, with whlch robustness for noisy patterns can be achieved. In
complicated pattern classification, such as the parity problem, training convergence is highly
dependent cn the initial weights and the parameters. We must try so many times by changing the
initial weights and the parameters. Furthermore, reductions in hardware are also Important In
actual appllcations. This, however, Is rather difficult based on the BP algorithm.

A digital hardware realization is one hopeful approach. In order to simplify digital hardware, It
is necessary to decrease the number of units, connections and bits, while maintaining the deslred
performance. For this purposc, several low-bit lcarning algorithms have becen proposed [2]-[6].
However, efficiency of these methods are rather limited to some extent.

In this paper. a new synthesis method is proposed for multilayer neural networks applied to
binary pattern classification. Coefficient weights arc expressed with =1, Unit outputs take only 1
or 0. The number of hidden units Is minimized, while achleving robustness for to noisy patterns.

I BINARY PATTERN RECOGNITION

Complete Scparation Model mth output unit
LLet training patterns be P(m), which are further expressed by

P(m) = (pwm: . m=1,2,...,M, 1=1,2,... N (1)
Pme =1 0r 0

All binary patterns up to 2™ can be distinguished
by the following N-dimensional hyperplanes.
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This' hyperplane can be replaced by a single layer
neural network, having the following connection
wejghts as shown in Fig.l{a). w,m and weossn are

from the ith tnput unit and an offset unit, which o)
always outputs 1, to the mth output unit. Offsat Py Pn layer
respectively. “G
Wim ={ 1. Dmi=l (3a) Pattern
-1, Pes:=0 ~ .
Worrm = ~Na (35) Fig.l Complete separation model.



N is the number of activated units included in the pattern P(m). worrm Is expressced with several
bits. However. since only one offset unit is required in the Input layer, it is trivial in hardware.

when P(m) is applled to the network. the Input of the kth output unit, denoted by xm(k). is
determined by the number of activated units Included in the following pattern.

P(RK)U P(m) - P(kK)NP(m) (4)
The first term represents the units included In P(k) or P(m), and the second the units included in

both patterns, respectively. Therefore, the number of units included in the above pattern is
cquivalent to a Hamming distance, denoted by Hawx. between P(m) and P(K). Then. x=(k) becomes

Xm(K) = -mk (&)
By using the connection weights given by Eq.(3). the following relation is always held.
Km(m) > Xem(K), Kk=m (6)

Therefore, by us!‘ng a output unit for each tralning patterns, as shown in Fig.1l{b), and employing
the following winner take all rule, all tralning patterns can be cxactly recognized. Letting the
output of the kth output unit for P(m) be ym(k), it {s determined by

N

XmlK) = £ WiuDmt + Worrx (7a)
1=

If Xm(k) = max {Xm(r)} . then ym(k) = 1, otherwise y.(k) = 0. (7b)

Robustness for Nois'y PPattern Recognition

A noisy pattern is generated by adding some noises to P(m), and it is denoted by P'(m). When P'(m)
is applied to the network, the Input of the Kth output unlt, denoted by Xxa (k).
Hamming distance between P'(m) and P(k), denoted by

X (K) = -Heme s (8)

Therefore, the noisy pattern is always recognized as the training pattern, which has the shortest
Hamming distance.

becomes also the
Hme k-

Simulation of Noisy Pattern Recognition

Alphabet letters with 16xX16 pixels are employed. The BP algorithm with sufficient number of bits
[1]. and the conventional low-blit learning algorithm, in which the number of bits are gradually
decreased during a learning process {2].[3]. are used for comparison. Two kinds of evaluations are
cemployed. First, the original pattern, to which the noises are added,

is assumed as a correct
answer (Original pattern evaluation). Second,

-
1=
2

the pattern, which has the minimum Hamming 5 Origtnal patierm svalumion ___~= Hamming distance evaluation
distance with the noisy pattern. ls assumed'as E :.oi» l:(gédnf;‘;c‘"is‘i:&i‘;)on 21 40 1:(}8?;;‘::?;’5;3?&'1 ﬁ
a correct answer (Hamming distance evaluation). ‘E 35l 2: BP method 30} 2: BP method //; {
Flgure 2 shows the results. The horizontal £ [-31 ayeqtional / ;'[ 5 Gegyeggone ]
and vertical axes Indicate the number of = 20+ / / /4 20 ~ «‘
noises and the number of patterns, which =z 101_ 3j/2 1 l 10 3/ /2 2
cannot be recognized. From these results. the ;f ! VJ_/ v -t _/w/ Q
proposed method can provide robust é Oo 50 160 00 50 100
recognition for noisy binary patterns In both Number of Noises Number of Noises
evaluations.

Fig.2 Nolsy pattern recognition.
M BINARY PATTERN CI.LASSIFICATION
Pattern Classification Problem

Tt §{s possible to reallze a network for binary pattern classification. based on the complete
separation model. However, it is Ilmpractical when a large number of training patterns are required.
Bacause the same number of hidden units as the tralining patterns are required.

. Categorics

Local Representation Model Output
Classification problems can be solved using a two-layer layer

neural network, wiht a smaller number of hidden units than Hidden

the tralning patterns. A blockdiagram ls shown In Fig.3. layer

Method 1 : Let a pattern included in the kth category be —xun

Pr(m). All connection welights are initialized to be zero. Input

Step l: Apply a pattern P,(m) to the neiwork. Calculate the Offscr o layer

input of all hidden units. Let Numax @8Nd Xw-max be the . X

maxlmum {nput of the hidden units assigned to the kth Fig 3 Tworlayer classificatlo

model (local representatlors.
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category and the other categories, respectively. If they satis{y

Xkmex - Xk max @, (9)

then no change in hidden unit assignment and conncctlion weights Is required. Otherwise, a ncw
hidden unit is assigned to P.(m). a Is a noise margin, which can control robustness for noisy pat-
terns. Step.l is repeated until £q.(9) Is satisfied for all patterns by increasing hidden units.

In this method., the resulting number of hidden units is highly dcpendent on the order of
applying the patterns. [t will be used for comparison with the newly proposed method later.

IV NIDDEN UNIT MINIMIZATION UNDER SPECIFIED NOISE MARGIN

In this scction, a new synthesis method for minimizing the number of hidden units, while
achieving robust classification of nolsy patterns, Is proposcd. This method consists of the
following three phases. A two-layer neural network, as shown in Fig.3, is also employed.

Phase A: Initial Grouping of Patterns
(1) The complete separation model, described in Sec. I, Is {nitially usecd.
(2) Apply a training pattern Piu(m) In the Kth category to the network. Calculate the Input of all
hidden units.
(3) Count the number of the hidden units, assigned to the kth category, whose input excecd Xw-mex.
which is the maximum Input of the hidden unit, assigned to the other categories. LLet this number
for the applied pattern Py(m) be Num. Find the training pattern., whose Num Is the maximum in the
kth category. It Is denoted by Pw(m;).
(4) The training patterns, whose hidden unit input exceeds Xu-max., When Pyu(my) is applied, are in-
cluded in a sub-group named Gi:. It also includes Pw(m,) itself.
(S) The training patterns Included In Gw( and thelr hldden units are removed. After that, (2)~(4)
are repeated for the other patterns In the kth category.
(6) (2)~ (5) are repcated for all categories. When the other categories are dealt with, the training
patterns and thelr hidden unlts, removed In the previous category. are rcstored.
Phase B: Connection Weight Optimization

In the previous phase, all patterns are divided into sub-groups. A single hidden unit Is newly
assigned to each sub-group. The connectlon wecights from the Input layer to each hidden unit arce
determined so as to locate at the center of the patterns included in the same sub-group.

[.et the number of the patterns included In Gxy be Ny,. Furthermore, it Is assumed that the jth
input unlt is activated nw,y times when these patterns are applied to the network. The connection
welghts wy; from the Jth Input unit to the [th hidden unlt for the kth category. as shown In Fig.4,

are determined as follows: kth category

If Nris= BNwe then Wy = 1 10a) - — -
If nueis< BNy then wy;y= -1 (10b}
0< B <1

Optimum value for A2 dependents on each problem. In our

experience., 5 % 0.6 can be widely used. Fig.4 Connection from input layver

Phase C: Adjusting Hiddcn Unit Assignments to kth cluster In hidden layer.

The network, having the connection weights determined in Phase B, does not always satisfies the
noise margin given by Eq.(9). Therefore, the nolse margin for all patterns are checked agaln. and
the hidden unit assignments are further adjusted so as to tightly satisfy the nolise margin.

Wwhen Pw(m) Is applied to the network, the hidden unit inputs are defined as follows:

“am: The input of the hidden unlt, in which Py(m) iIs Included.
Xwn: The Input of the other hidden units included in the kth category.
N mox: The maximum input for the hidden units assigned to the other categorics.
The hidden unit assignments are adjusted as {ollows:
(A) If Xum ~ Xk max=™ @ > Xkn - Xk max. then any modification Is not required.
(D) If Kkm - Xr'max> Xxn - Xwmax= ¢, then Px(m) is moved to the hidden unit, whosc input is the
minimum value of Xxa.
(€) If Xkn = X mam =2 & > Xum - Xw max, Lhen Pe(m) Is moved to the hldden unit, whose input is the
minimum value of X n.
() If Xwm = Xwmax: Xnxn = Xwemax< @, then a new hidden unlit is assigned to Pw(m).

After Phase B, all training patterns are randomly applied to the network, and the hidden unlit
asslignments are adjusted untll all patterns satisf{y the condition (a). When the pattern combination
in the hidden unit is changed, the connection weights are always optimized following Phase B.
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VvV SIMULATION
Binary Pattern Classification Problems
The followlng classlification problems have becen simulated.
(1) Capital and small alphabet letters are classified Into thelr own groups.
(2) Caplital and small alphabet letters are randomiy classified into two groups.
(3) 30 random patterns with 50-50% white and black pixels are randomly classified into two groups.

Distributions of Ilidden Units

Figure 5 shows the hidden unit distributlions. Figures (a) and (b) show the results obtalined by
Mathod I in Scc.ll. and the proposed method inciuding Phases A through C. The trainlng patterns
were applied to the network In 3000 different orders. The noise margin a was scet to 4.

The distribution of the number of hldden units, obtained through Method |, widely spreads. On
the contrary., the proposed method can concentrate them In the narrow Interval at the lower
region. Furthermore, it is very easy to find the optimum network within a few searching steps.

30 } 50 [
Mechiod 1 - e I N =<0 Method 1 & 3
- S0F e 20 - i -
o 4 20t ! B 20t |
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i . - Or ; R 10 <
oo i Al Al |
Yy 5 %3 o 0] . !
15 20 25 30 x5 30 35 20 a5 3s 40 a5 50
‘ 100 100
30 b= . 50 o4
Proposed Method I S0 Proposcd Mcelthod 80 Propased Method 1
- SQ |- GO+ -
=0 . a0 - J
=0t - 20 _.‘
o g = _ Qs Y 9 ]
1o 15 20 25 30 25 30 35 ETS) @5 35 Te) as S0
Number of hidden units Number of hidden units Number of hidden uniis

Fig.5 Distribution ?f hidden units. (a
n

problems (1),

b )
2) and (3), respecz:lv(efy‘tmd (c) show classification

Accuracy Tor Noisy Pattern Classification £ 30 s S

Another feature of the proposed method iIs to provide £ ropassd Moethdd
robust classification for nolsy patterns. The noise & 20 =2
performance has been simutated. by changing the noise margin % - = js ;
a. and using the minimum hidden units, for the classification ;é 0
problem (2). Figure 6 shows the simulation results. 's L
Insensitivity to nolsy patterns can be Improved by Increasing .‘a:: P A,,'_._/—
the noise margin ¢ and the number of hidden units. = o 50

Furthermore. the BP algorithm has been Investigated using Number of Noises
the same number of the hidden unlts for a =4. The number of Fig.6 Noisy pattern classification.

unrecognized patterns by BP algorithm is Increased from that by the proposed mcthod.

VI CONCLUSIONS

A new sy»nthesis method has been proposed for multilayer ncural networks. The connection
weights can be expressed with + 1, and the unit outputs 1 or 0. The minimum hidden unlits can be
pbtained, under the given noise margin. This method can be applied to arbitrary binary pattern
classlification problems.
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