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We use a combination of tandem ion mobility spectrometry (IMS-IMS, with differential 
mobility analyzers), molecular dynamics (MD) simulations, and analytical models to examine 
both neutral solvent (H2O) and ion (solvated Na+) evaporation from aqueous sodium chloride 
nanodrops.  For experiments, nanodrops were produced via electrospray ionization (ESI) of an 
aqueous sodium chloride solution.  Two nanodrops were examined in MD simulations: a 2,500 
water molecule nanodrop with 68 Na+ and 60 Cl- ions (an initial net charge of z = +8), and (2) a 
1,000 water molecule nanodrop with 65 Na+ and 60 Cl- ions (an initial net charge of z = +5).   
Specifically, we used MD simulations to examine the validity of a model for the neutral 
evaporation rate incorporating both the Kelvin (surface curvature) and Thomson (electrostatic) 
influences, while both MD simulations and experimental measurements were compared to 
predictions of the ion evaporation rate equation of Labowsky et al [Anal Chim Acta, 2000, 406, 
105-118].  To within a single fit parameter, we find excellent agreement between simulated and 
modeled neutral evaporation rates for nanodrops with solute volume fractions below 0.30.  
Similarly, MD simulation inferred ion evaporation rates are in excellent agreement with 
predictions based on the Labowsky et al equation.  Measurements of the sizes and charge states 
of ESI generated NaCl clusters suggest that the charge states of these clusters are governed by 
ion evaporation, however, ion evaporation appears to have occurred with lower activation 
energies in experiments than was anticipated based on analytical calculations as well as MD 
simulations.  Several possible reasons for this discrepancy are discussed. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



INTRODUCTION 

 Ion evaporation (ion emission) is a process in which bare or solvated ions are emitted 

from highly charged drops, driven by sufficiently high electrostatic potential at the drop surface1-

4.  This phenomenon is frequently encountered with nanodrops resulting from electrospray 

ionization (ESI), and a large body of evidence suggests that in ESI, ions deriving from most 

small molecules (~sub kiloDalton) are generated through the ion evaporation process5-7.  

Conversely, while compact, macromolecular ions (e.g. multiply charged protein ions 

electrosprayed from non-denaturing solutions) appear to be produced by the charge residue 

mechanism8 (in which they simply retain the charge of their former nanodrop, upon solvent 

evaporation), there is evidence that it is ion evaporation that governs their eventual charge 

distribution9-12.  Therefore, despite prior ambiguity in the mechanism by which ESI leads to 

singly charged small molecule ions and multiply charged macromolecular ions, it appears now, 

that with the exception of highly linear macromolecules (which are likely ionized via chain 

ejection from nanodrops13-16), ion evaporation influences both small molecule ion yield as well 

as macromolecular charge distributions13. 

 There is hence need to quantify ion evaporation rates from nanodrops, such that small 

molecule ion yields and macromolecular ion charge distributions can be predicted in ESI.  The 

earliest studies of ion evaporation were performed by Thomson & Iribarne1, who both 

demonstrated that it is the ion evaporation process which leads to gas phase ion production and 

developed a model linking the electrostatic potential energy of a drop to the ion evaporation rate.  

Seminal studies were later performed by Fernandez de la Mora and colleagues, first 

experimentally (with ion mobility spectrometry) examining the validity of the rate form of 

Thomson & Iribarne4, second developing an improved ion evaporation rate equation17 and 



showing good agreement between its predictions and measurements2, 18, and additionally 

demonstrating that ion evaporation can occur not only from nanodrops but from the tips of 

electrospray Taylor cones themselves3, 19. Distinct from these experimental and theoretical 

efforts, a number of researchers, beginning with Znamenskiy et al20 and including the works of 

Consta and colleagues21-23 as well as Konermann and colleagues24-26, have used Molecular 

Dynamic (MD) simulations to directly observed, computationally, ions evaporating from 

nanodrops.  Notable amongst these prior works, Ichiki & Consta23 computed the approximate 

radii of evaporating, solvated chloride ions from water drops in simulations, finding good 

agreement with model predictions of Labowsky et al17.   

However, what remains to be demonstrated is a clear intercomparison of measurements, 

theoretical predictions, and MD simulations of ion evaporation for identical systems.  Such 

comparison is necessary to better verify the proposed rate equations for ion evaporation.  

Therefore, in this study, we perform tandem ion mobility spectrometry (IMS-IMS) 

measurements of electrospray generated NaCl cluster ions generated via aqueous ESI, and 

compare the inferred charge distributions of these clusters to both theoretical predictions as well 

as to MD simulations of the same system.  Importantly, we show that in comparing experiments, 

models, and computations, not only is it important to correctly model ion evaporation, but also 

neutral (solvent) evaporation from nanodrops, as ion evaporation and neutral evaporation occur 

simultaneously.  In the sections that follow we describe the IMS-IMS experiments and MD 

simulations performed, and present models of neutral and ion evaporation, based on transition 

regime theory for aerosols27, 28 and the model of Labowsky et al17, respectively.   

  

 



EXPERIMENTAL & COMPUTATIONAL METHODS 

 IMS-IMS Measurements 

 A major hindrance in examining nanodrop dynamics is that typically, when evaporating, 

the lifetimes of nanodrops are exceedingly small relative to the timescales of applicable 

experimental systems.  For this reason, it is difficult to observe ion evaporation directly.  Instead, 

common practice is measurement of the size and charge (two dimensional size and charge 

distribution) of residue cluster ions4, 5, 18, nanoparticles29-31, or macromolecules8, 11, 12 generated 

via ESI; these species persist as multiply charged entities in the gas phase after nanodrop 

evaporation.  In linking the size and charge distribution of these species to nanodrop ion 

evaporation kinetics the assumption is invoked that the residue entities (aerosol particles) were 

ionized via the charge residue mechanism8 and bear the charge of the nanodrop at the moment 

solvent evaporation completed.  Following prior studies, we also make this assumption here, and 

used IMS-IMS to infer the size and charge distributions of ESI-generated sodium chloride (NaCl) 

clusters in the 3 – 10 nm size range for comparison to both analytical models and MD 

simulations.  The experimental system employed is depicted in Figure 1.  In it, a ~8.5 mM 

aqueous solution of NaCl was electrosprayed using a stainless steel capillary (Hamilton, model 

7747-02, inner diameter = 110 m, outer diameter = 240 m) connected to a syringe pump 

(Harvard Apparatus model 70-2205).  The solution flowrate was 1.67 L min-1 and a voltage of 

~2.5 kV was applied to the metal capillary (relative to the surrounding grounded chamber) to 

facilitate formation of a stable Taylor cone.  Taylor cone stability was observed visually during 

all experiments using a CCD camera (Sony model XC-75).  The electrospray produced droplets 

in a chamber where 1.5 l min-1 of particle-free, dry air was used to entrain droplets.  Based on 

electrospray drop diameter scaling laws32, we estimate that the original droplets produced were 



close to 1 micrometer in diameter; however, rapid solvent evaporation and Coulombic fissions33 

led to the production of nanodrops with sufficiently high surface electrostatic energies to 

promote ion evaporation.  Nanodrops themselves evaporated rapidly as they were transported out 

of the electrospray chamber, leaving multiply charged sodium chloride cluster ions. 

 

 

Figure 1.  A schematic of the IMS-IMS system employed in measuring the size and charge 
distributions of ESI generated NaCl clusters.  MFC- Mass flow controller; H.V.- High Voltage; 
IMS-1:  A Vienna-type DMA, IMS-2: A TSI Nano-DMA (model 3085).  CPC 3776: A 
condensation particle counter). 
 
 The cluster ions were then passed into a differential mobility analyzer (DMA, a type of 

IMS instrument34, 35), which was a Vienna-type model36 designed for sub 100 nm diameter 

particles.  This DMA was operated with a recirculating sheath flowrate of 15 l min-1 of air and all 

1.5 l min-1 of the cluster ion flow was sampled into the DMA.  DMAs are ion mobility filters34, 

capable of isolating particles/ions of a specific ion mobility, Zp.  The first DMA was operated 

with a constant voltage difference (0.1 – 2.5 V) between electrodes to transmit only cluster ions 

with mobility within +/- 10% (based on the DMA resolving power) of a prescribed value.  This 



small voltage was well below the applied voltages commonly used in DMA analysis; for this 

purpose a high accuracy voltage source (Keithley Corporation, model 2410) was utilized.  

Approximately monomobile cluster ions exited the 1st DMA, though with a distribution of sizes 

and charge states.  These cluster ions were then passed into a chamber containing an Am-241 

source (100 Ci); in this chamber the Am-241 source generated -irradiation, which in turn 

produced roughly equal concentrations of positive and negative ions (from impurities deriving 

from system components with non-zero vapor pressure37).  Via recombination, primarily with 

negative ions, the clusters were brought close to a steady-state charge distribution37, 38, wherein 

the cluster charge distribution was solely a function of cluster size and independent of initial 

charge state.  Prior studies, both experimental39 and theoretical37, show clearly that in the sub 10 

nm size range (of interest here), at steady-state and for ions generated in air at room temperature, 

most clusters are neutral, and those that are charged are only singly charged (i.e. the charge state, 

z = ± 1).  Subsequent to the Am-241 source chamber, clusters were passed through a second 

DMA (a TSI model 3085 nano-DMA) which was coupled with a single cluster-sensitive ultrafine 

condensation particle counter (CPC, TSI model 3776).  These two instruments were operated in 

tandem as a scanning mobility particles spectrometer (SMPS40); because clusters were singly 

charged after the Am-241 chamber, those transmitted through the second DMA were of known 

charge state, hence measurement of their mobility in the second DMA enabled inference of their 

size.  In total, by stepping the first DMA through different voltages, and for each first DMA 

applied voltage using the SMPS for size distribution measurements, the IMS-IMS combination 

employed enabled inference of combined cluster size and charge distributions.  The link between 

measured mobilities and inferred sizes and charges described in the “Data Processing and 

Analysis,” sub-section of the “Results & Discussion” section. 



  

Molecular Dynamics Simulations 

 MD simulations of the evaporation of aqueous sodium chloride nanodrops were 

performed using Materials Explorer 5.0 (Fujitsu Co. Ltd.).  Specifically, in simulations, two 

nanodrops were examined, mimicking those observed in IMS-IMS experiments; (1) a 2,500 

water molecule nanodrop with 68 Na+ and 60 Cl- ions (an initial net charge of z = +8), and (2) a 

1,000 water molecule nanodrop with 65 Na+ and 60 Cl- ions (an initial net charge of z = +5).  

Described in greater detail in the supplemental information, water molecules were modeled using 

the SPC/E rigid molecular model41 considering Lenard-Jones (12-6) and Coulomb potentials 

with partial charges on water molecules.  Na+ and Cl- were similarly modeled with Lenard-Jones 

(12-6) and Coulomb potentials (integer charge states) considered with the Lenard-Jones 

parameters used provided in the supplemental information.  Evaporation of both solvent and ions 

was modeled at a fixed temperature of 460 K within a periodic boundary condition cubic domain 

which was 90 �̇� per side.  The periodic condition was employed to enable considering of long 

range nanodrop-nanodrop interactions; rarely are nanodrops isolated from one another and in ESI 

they are known to interact Coulombically42.  Prior to monitoring evaporation, water molecules, 

as well as Na+ and Cl- ions, were placed in a smaller cubical domain with dimensions chosen to 

give a density of 1 g cm-3 (for the entire system).  The resulting configuration was allowed to 

“equilibrate” at 300 K for 1 ps.  The domain was then expanded to its full size (90 �̇�) and 

simulations were continued for an additional 10 ps, resulting in the formation of roughly 

spherical nanodrops (without evaporation observed).  Following this, the temperature was 

increased to 460 K and evaporation, both of solvent and of ions, was monitored by computing 

radial distribution functions for water, Na+, and Cl-, as functions of simulation time.   From these 



distribution functions a nanodrop diameter was defined, as described in the “Data Processing and 

Analysis” sub-section. Constant temperature was maintained in simulations by shifting molecule 

and ion speed linearly every 100 timesteps (as well as when the temperature was increased) such 

that the translational kinetic energy was roughly constant in simulations.  Though the 

evaporation of water molecules from the nanodrop leads to cooling, in our simulations the 

additional re-condensation of water compensates for this influence, and the constant temperature 

approximation has only a minor influence on results (we note that comparison to analytical 

models, presented subsequently, we also assume nanodrops are isothermal). Further, as our 

simulations target the final stages of evaporation, the temperature decrease on the timescale of 

the simulation is negligibly small.  In addition, though periodic boundaries were employed on the 

domain surface, when a sodium collided the domain boundary, water molecules within ~30 �̇� of 

the domain were removed.  While this introduced some ambiguity into the background water 

vapor pressure in simulations, this was necessary to prevent ion-induced water molecule 

clustering (i.e. ion-induced nucleation43) and the formation of nanodrops elsewhere in the system. 

 

 



 

Figure 2.  A depiction of an evaporating nanodrop in simulations.  The upper panel shows a 
nanodrop with the rough domain bounds depicted, while the lower time series displays snapshots 
of the nanodrop at selected simulation times (every 400 ps).    
 

RESULTS & DISCUSSION 

 To compare IMS-IMS results and MD simulation results, appropriate data analysis 

methods are necessary.  We describe the approach taken in data analysis in the subsequent 

section, followed by description of analytical models of neutral and ion evaporation, for 

additional comparison to experiments and computations.  Following these two sections, we 

divide the discussion of results into two components: (1) discussion of the observed neutral 

evaporation rate in MD simulations (we note this is not observable in IMS-IMS experiments) and 

that predicted analytically, and (2) an intercomparison of measurements of the charge and size 

distributions of nanoclusters, simulated ion evaporation from nanodrops, and analytical models 

of simultaneous neutral and ion evaporation.  Readers not concerned with the details of data 

analysis and analytical model develop may forego the immediate two sub-sections in lieu of the 

final two sub-sections. 



 

Data Processing and Analysis 

 To infer size and charge distributions from IMS-IMS measurements, we first note that for 

sub 10 nm clusters in air near 300 K and atmospheric, the Knudsen number, i.e. the ratio of the 

gas mean free path (~67 nm) to cluster radius, is sufficiently large to approximate cluster drag as 

free molecular.  This enables use of the Mason-Schamp equation44 to link the inferred mobility 

(Zc) of a cluster ion to its collision cross section ().  For the first DMA employed, (Zc,1), the 

Mason-Schamp equation can be written as: 

𝑍𝑐,1 = √
𝜋𝑚𝑔𝑎𝑠

8𝑘𝑇

3𝑧𝑒

4𝜌𝑔𝑎𝑠

1

Ω𝑧
        (1a) 

where z is the original cluster charge state (of interest), mgas is the molecular of weight of air, k is 

Boltzmann’s constant, T is the gas temperature, gas is the gas mass density, and e is the unit 

electron charge.  As made evident in equation (1a), the collision cross section (z is a function 

of the  charge state, in large part due to the polarization potential between air molecules and 

multiply charged cluster ions45.  In contrast, after charge reduction, the Mason-Schamp equation 

for clusters transmitted through second DMA (Zc,2) is:  

𝑍𝑐,2 = √
𝜋𝑚𝑔𝑎𝑠

8𝑘𝑇

3𝑒

4𝜌𝑔𝑎𝑠

1

Ω0
        (1b) 

where 0 is the baseline collision cross section for the cluster ion, i.e. the collision cross section 

in the absence of the ion induced dipole potential.  Through mobility measurement in the second 

DMA, 0 can be directly calculated, as the charge state is known.  A cluster diameter (dc) can 

then be inferred by approximating clusters as spheres, and employing the equation46: 

 Ω0 =
𝜋

4
𝜉(𝑑𝑐 + 𝑑𝑔)

2
         (1c) 



where dg is the effective gas molecule diameter, taken to be equivalent to 0.3 nm46, and 𝜉 is the 

momentum scattering factor, approximately equivalent to 1.36 (deriving from the measurements 

of Millikan47, 48) in the size range of interest here.  Following Larriba-Andaluz & coworkers49-51 

as well as others45, 52, the spherical assumption additionally leads to a link between z and 0 via 

the equation: 

 Ω𝑧

Ω0
≈ 𝐿(Ψ𝑝𝑜𝑙)          (1d) 

where 𝐿(Ψ𝑝𝑜𝑙) is a dimensionless polarization correction factor, dependent on the polarization 

energy to thermal energy ratio (pol) approximately as: 

𝐿(Ψ𝑝𝑜𝑙) ≈ 1 + Ψ𝑝𝑜𝑙 (0.322 +
1

𝜉
(0.0625 + 0.1212Ψ𝑝𝑜𝑙)) for pol < 1  (1e) 

 Ψ𝑝𝑜𝑙 =
2𝛼𝑝𝑜𝑙𝑧

2𝑒2

𝜋(𝑑𝑐+𝑑𝑔)
2
𝑘𝑇

         (1f) 

where pol is the polarizability of the gas molecules (approximately 1.7 x 10-30 m3 for molecular 

nitrogen and oxygen).  For larger values of Ψ𝑝𝑜𝑙 (much greater than unity), and for cluster ions 

significantly more massive than the background gas, the function L collapses to a form which 

leads to ion mobilities which are functions of neither the charge state nor the cluster diameter 

(the polarization limit)53.  Combining equations (1a-d) leads to the relationship: 

𝑍𝑐,1

𝑍𝑐,2
=

𝑧

𝐿(Ψ𝑝𝑜𝑙)
           (1g) 

With dc inferred via equation (1c) from second DMA measurements, equation (1g) enables 

evaluation of z from IMS-IMS measurements (it is the only remaining unknown value in this 

equation).  We employed this approach for all CPC-detected particles in IMS-IMS experiments, 

transforming measured signal intensity (expressed in terms of the size distribution function 

dn/d(log[dc]) and corrected for by accounting for the fraction of neutral particles remaining after 



the Am-241 source54) as a function of Zc,1 and Zc,2 into measured signal intensity as a function of 

dc and z, facilitating comparison to both MD simulations and analytical models.  In many 

instances, we note that non-integer charge levels are inferred; though these values are unphysical 

and simply arise because of finite instrument resolution, non-integer inferred values do not 

appreciably influence the comparison of experimental results to MD simulations and analytical 

models. 

 To extract quantitative information from MD simulations, approximately every 100 

picoseconds we calculated the radial distribution function for all atoms within the system55, with 

respect to the center of mass of the system.  Example distributions are provided in the 

supplemental information.  Radial distribution functions were integrated from the outer bounds 

of the domain to the center of mass, and the nanodrop diameter at each time was inferred from 

the radial distance (from the center of mass) corresponding to half (50%) the atoms in the system.  

Subsequently, a charge state at each time was evaluated by determining the number of sodium 

and chloride ions within the bounds of the nanodrop.  Though this approach would incorrectly 

estimate the charge level of highly skewed objects, we observed extremely low aspect, highly 

isotropic nanodrops in all simulations.  With this approach, MD simulations led to dc and z as 

functions of simulation time. 

 

Models of Neutral & Ion Evaporation 

 As noted in the “Introduction” section, to our knowledge analytical models of neutral 

evaporation and ion evaporation have not been compared simultaneously to both experimental 

data and MD simulations performed for the same system, and for this reason we attempt this 

intercomparison here.  Two such comparisons are possible: first, as MD simulations yield a 



nanodrop diameter as a function of time, these results can be compared to an appropriate model 

of neutral evaporation from a highly charged nanodrop.  Second, both experiments and 

simulations yield z as a function of dz (which is time independent) and be compared to coupled 

models of neutral and ion evaporation.   

 In comparison of neutral evaporation rates (quantified by the change in nanodrop 

diameter over time) inferred from MD simulations to models, we remark that MD simulations do 

not mimic evaporation in vacuo; because of the periodic boundary conditions water nanodrops 

are evaporating into a background gas of water vapor.  Further, the water vapor concentration is 

not negligibly small, i.e. finite diffusive Knudsen number (KnD)56, 57/ mass transfer transition 

regime influences on the evaporation rate must be considered.  In this regard, the simulations 

performed here are unique from prior efforts23, 26 in modeling neutral and ion evaporation from 

nanodrops.  Under arbitrary background gas conditions, the change nanodrop diameter (denoted 

also as dc as later comparison to the cluster diameters) with time is given by the equation: 

 𝑑𝑑𝑐

𝑑𝑡
=

2𝐷𝑤𝑤𝑚𝑤

𝜌𝑑𝑘𝑇𝑑𝑐
(𝑃𝑤,∞ − 𝑃𝑑)

1+𝐾𝑛𝐷

1+1.71𝐾𝑛𝐷+1.333𝐾𝑛𝐷
2      (2a) 

where Dww is the water vapor self-diffusion coefficient, mw is the water molecular mass, d is the 

nanodrop density (879.57 at 460 K, used calculations here), Pw,∞ is the far-field water vapor 

pressure, Pd is the nanodrop surface vapor pressure, and KnD is given by the equation58: 

 𝐾𝑛𝐷 = √
𝜋𝑚𝑤

2𝑘𝑇

𝐷𝑤𝑤

𝑑𝑐+𝑑𝑤
         (2b) 

where dw is an effective water molecule diameter (approximated as 0.316 nm for the SPC/E rigid 

model).  Equations (2a) and (2b) follow from the work of Fuchs & Sutugin27, who used Sahni’s 

solution59 to the Boltzmann equation for non-continuum mass transfer of a point mass to a sphere 

to infer vapor molecule condensation and evaporation rates to particles.  More recently, this 



equation has been found to agree well with alternative calculation approaches28, as well as 

experimental data60.  For the remaining parameters, we invoked the Kelvin-Thomson model43, 61 

to describe the nandrop surface vapor pressure, Pd: 

 𝑃𝑑 = 𝑃𝑠𝑎𝑡𝑒𝑥𝑝 (
4𝛾𝑚𝑤

𝜌𝑑𝑘𝑇𝑑𝑐
−

𝑚𝑤𝑧
2𝑒2

2𝜋2𝜌𝑑𝑘𝑇𝑑𝑐
4 (1 −

1

𝜀𝑤
))     (2c) 

where Psat is the water vapor pressure (1.170 MPa at 460 K),  is the liquid water surface tension 

(0.041 N m-1 at 460 K, (T)=0.2358(1-T/647.096){1-0.625 (1-T/647.096)}) and w is the water 

dielectric constant (78).  The self-diffusion coefficient of water was calculated using Chapman-

Enskog theory62: 

 𝐷𝑤𝑤 =
𝐴1𝑇

3/2𝑚𝑤

2𝜎𝑤𝑤
2 Ω∗

𝑃𝑟𝑒𝑓

𝑃𝑤,∞
         (2d) 

where A1 = 1.12 x 1017 m4 s-1 kg-1 K-3/2, Pref = 101300 Pa (atmospheric pressure at 300 K),  𝜎𝑤𝑤2 = 

0.07 nm2 (the effective cross section for water-water collisions), and Ω∗ is the dimensionless 

function63: 

 Ω∗ ≈
1.06036

𝑇𝑒𝑓𝑓
0.1561 +

0.193

𝑒𝑥𝑝(0.47635𝑇𝑒𝑓𝑓)
+

1.03587

𝑒𝑥𝑝(1.52996𝑇𝑒𝑓𝑓)
+

1.76474

𝑒𝑥𝑝(3.89411𝑇𝑒𝑓𝑓)
   (2e) 

 𝑇𝑒𝑓𝑓 =
𝑘𝑇

Ε𝑤
          (2f) 

Ew is the potential well depth for water (1.12 x 10-20 J).   The only remaining parameter in the 

evaporation model (in equations 2a and 2d) is the effective, far-field water vapor pressure (Pw,∞).  

Regrettably, because of the need to purge water molecules periodically from systems, this 

parameter is neither simple to estimate (because of the finite simulation domain) nor a constant 

in simulations.  Therefore, in comparing MD simulation results to models for evaporation, we fit 

a functional form for Pw,∞; though this introduces a degree of ambiguity in comparison, shown 



subsequently, excellent agreement is found with a very simple fit function for the far-field vapor 

pressure, which is applied to both simulation results. 

 We invoke the model of Labowsky et al17 to predict the rate of ion evaporation.  In this 

model, the rate of change of a nanodrop’s charge state (dz/dt) is given by the equation: 

 𝑑𝑧

𝑑𝑡
= −𝑧

𝑘𝑇

ℎ
𝑒𝑥𝑝 (−

Δ

𝑘𝑇
)        (3a) 

where h is Planck’s constant, and , the activation energy for ion evaporation, is given by the 

equation:  

 Δ = Δ𝐺𝑠 −
𝑒2

2𝜋𝜀0𝑑𝑐
(𝐹(𝑧) + 𝛼𝐼𝐸)       (3b) 

 𝐹(𝑧) ≈ 𝑧
1

2 + 0.375𝑧−0.39 − 0.875       (3c) 

Equation (3c) is a fit to the tabulated information for the function F(z) provided by Gamero-

Castano & Fernandez de la Mora2.  Δ𝐺𝑠 is the solvation energy for Na+ ions in water (3.912 x 10-

19 J)17  𝛼𝐼𝐸, the ion evaporation curvature correction factor, typically takes values in the range 

0.2-0.7 2, 18, and only weakly influenced ion evaporation kinetics.  Nonetheless, we use 

experimental data to estimate it, making plots of the minimum cluster diameter observed for a 

given charge level as a function of F(z); linearly regression fits to such plots yield the value of 

𝛼𝐼𝐸.  Simultaneous solutions of equations (2) and (3) enable us to monitor dc and z as functions 

of time, for direct comparison to simulations and experiments.  In solving equation (3), we again 

permit non-integer charge values and finding that this has a negligible influence on results.  

Further, we note that equations (2) and (3) are coupled; z directly influences the surface vapor 

pressure of a nanodrop (the Thomson effect), while the activation energy for ion evaporation is 

strongly dependent on dc. 

 



Neutral Evaporation: Model Predictions versus MD Simulations 

  

Figure 3.  A plot of the radial distribution function drop diameters (in nanometers) as function of 
simulation time for the two examined nanodrops.  d0 and z0 denote the initial drop diameter and 
charge state.  Symbols denote MD simulation results, while solid lines denote analytical model 
predictions with the fit relationship Pw,∞ = 0.85Pd under all circumstances. Dashed lines denote 
the effective sodium chloride volume fraction in drops as a function of time (right vertical axis).   
 

The evaporation rate for solvent is quantified in MD simulations and in modeling via 

plots of the nanodrop diameter as a function of time (we again remark information on the neutral 

evaporation rate is not extractible in experiments).  For both simulated nanodrops, which had 

radial distribution function defined diameters of 4.32 nm (for 2500 water molecules with z = +8) 

and 3.30 nm (for 1000 water molecules with z = +5), respectively, and using equations (2) and (3) 

with the noted initial dc and z values, such plots are shown in Figure 3. The simulated nanodrop 



diameters (3.30 and 4.32 nm) were slightly smaller than those predicted using the density of pure 

water as 998 kg m-3 (3.95 and 5.23 nm). This difference may be caused from our definition of 

drop diameter (based upon the radial distribution function), which also appears to influence 

subsequent comparison to experiments.  The large partial charges on water molecules, 

originating from the SPC/E model may also have some influences on the drop size.  A video 

simulation of the MD simulation for the initially 3.30 nm nanodrop is provided in the 

supplemental information.  In it, both neutral evaporation and ion evaporation of solvated Na+ 

ions are clearly evident, hence simulations are immediately found to be in qualitative agreement 

with expected charged nanodrop behavior.  Excellent quantitative agreement is also observed in 

Figure 3 between MD simulation results and model predictions, with the assumption that Pw,∞ = 

0.85Pd under all conditions as the only fit parameter in model predictions.  Despite the use of this 

fit function, such a functional form for Pw, ∞ is reasonable for the simulations as performed (i.e. 

the vapor pressure is below that of the drop surface and increasing with increasing evaporation), 

and the remarkably good agreement between simulated and modeled nanodrop evaporation 

supports the validity of the analytical model invoked in modeling neutral evaporation; thus, 

results support the validity of the Fuchs-Sutugin mass transfer transition regime rate (and similar 

functions), as well as the Kelvin-Thomson relation.  This finding is further in agreement with 

recent simulations64 which show that the Kelvin relation holds valid for neutral water nanodrops 

with sizes in the nanometer range.  However, earlier MD simulations65 of neutral nanodrops 

show deviation from the Kelvin effect for nanodrops several nanometers in diameter.   

Clear deviation between simulated evaporation and modeled is evident for both 

nanodrops after approximately 1000 ps.  In both cases, deviation coincides with the solid volume 

fraction in nanodrops (i.e. the volume occupied by Na+ and Cl-, also plotted in Figure 3 as a 



function of time) increasing to levels beyond ~0.3.  In these circumstances the nanodrop vapor 

pressure is undoubtedly modified from equation (2c) predictions, as it is known that high 

concentration salt solution have vapor pressures well below the vapor pressures of pure 

solvents66.  To further understand the influence of salt ions on neutral evaporation, we also 

performed evaporation simulations  with nanodrops containing a limited number Na+ ions (0, 3, 

5 and 7 sodium ions, respectively, with results shown in the supplemental information). The 

calculated evaporation rates of nanodrops with these limited number of cations (and no anions) 

were only slightly higher than those obtained for nanodrops containing higher salt concentrations, 

until the high salt concentration nanodrops attained higher solid volume fraction.  However, we 

did find that low salt concentration nanodrops adopted highly aspherical shapes after appreciable 

evaporation, hence it was not possible to use the approach taken here to reliably estimate the 

drop diameter in these circumstances. 

 

 

 

 

 

 

 

 

 

 

 



Ion Evaporation: Model, Experiment, and MD Simulation Comparison 

 

Figure 4.  The inferred size distribution functions (in terms of the number concentration per unit 
log cluster diameter, obtained directly from the TSI SMPS software), as a function of inferred 
mobility (upper) and inferred cluster diameter (lower) from the second DMA.  Results are shown 
for selected voltage settings in the first DMA.  Symbols correspond to measured signal, with fit 
Gaussian curves also provided for guidance. 
 
 Figure 4 displays raw data of the relative signal intensity measured by the CPC as a 

function of Zc,2 (upper) and inferred dc (lower) for selected values of Zc,1.  Evident is the 

polydispersity in cluster ion mobility and diameter in the electrospray process as well as also that 

clusters of a given diameter had variable charge states, and hence variable mobilities resulting 

from the electrospray process.  Using the noted data analysis approach, z values were inferred for 

all detected clusters.  Results were then rounded to the nearest integer charge state, and for each 

charge state, size distributions were plotted and are shown in the supplemental information 

(detected signal as a function of cluster diameter were noted).  Multiple “local maximum” peaks 



were evident in these distributions, for each, the smallest peak with a dn/dlog(dc) value 

exceeding 5000 cm-3 was identified as the minimum sized (dmin) clusters for the charge state in 

question.  Linear regression to a plot of dmin as a function of F(z), as is shown in Figure 5, yields 

IE
18: 

 𝑑𝑚𝑖𝑛(𝑧) = 2𝐴2(𝐹(𝑧) + 𝛼𝐼𝐸)        (4) 

where 2A2 is the slope of the regression curve. Through this approach we find IE = 0.391, in 

line with prior studies where IE is inferred 2, 18. 

 

 

Figure 5.  A plot of the minimum diameter, dmin, for each charge state, as a function of the 
charge parameter, F(z). 
 



  

Figure 6.  A plot of the charge state as function of simulation time for the two examined 
nanodrops.  d0 and z0 denote the initial drop diameter and charge state.  Symbols denote MD 
simulation results, while solid lines denote analytical model predictions.  Dashed lines denote the 
effective sodium chloride volume fraction in drops as a function of time (right vertical axis).   
 

The inferred IE value was subsequently input into equation (3b) for analytical model 

predictions.  In parallel with Figure 3, Figure 6 is a plot of the charge state z of nanodrops in both 

MD simulations and from the analytical model.  As with neutral evaporation, excellent 

agreement between simulations and model predictions is observed when the solid volume 

fraction of drops is below ~0.3.  Beyond this value, ion evaporation appears to be quenched in 

MD simulations; this is presumably because of a change in the solvation energy for Na+ ions for 

nanodrops which have appreciably high solute concentrations.  Not only do simulations support 



the use of the model of Labowsky et al17 at low solute volume fractions with the parameters 

employed here (none of which are fit to model results, with the exception of the far-field vapor 

pressure), they also support the use of experiments where residue cluster size and charge 

distributions are used to infer ion evaporation kinetics, as simulations suggest that once large 

fractions of solvent evaporation, the rate of ion evaporation decreases substantially. 

 Though not apparent in figure 6, in-line with prior studies5, 10, when the charge state from 

both MD simulations and the analytical model is plotted as a function of dz, a specific curve 

arises which is independent of initial conditions after the first ion evaporation event  and prior to 

reaching high solute volume fractions.  These curves are overlaid on a contour plot of measured 

salt cluster signal intensity as a function of z and dc in Figure 7.  In analyzing both measurements 

and in analytical calculations, we did not round results to the nearest integer charge state.  

Clearly evident is the strong agreement between MD simulation and analytical model results for 

dc as a function z.  This functional relationship is found to be relatively independent of the input 

function for the far-field vapor pressure in the analytical model; the z versus drop diameter 

relationship is more dependent upon the activation energy of ion evaporation; therefore, the 

agreement observed is further evidence that the model of Labowsky et al explains well ion 

evaporation.   

Though difficult to distinguish in contour plots, particles with charge states ranging from 

2-12 were detectable in measurements.  Evident in Figure 7 is that experimental observed cluster 

charge states are lower (for the same diameter) than anticipated based on MD simulations or the 

analytical model.  Even so, experimental measurements are consistent with ion evaporation 

controlling the charge state on clusters.  Additionally overlaid in Figure 7 are the z versus dc 

relationships corresponding to constant surface electric field strength of 2.0 V nm-1 and 1.4 V 



nm-1, respectively.  Experimental results are bounded by these two curves.  Ion evaporation is 

expected to lead to a nearly size independent surface electric field strength for drops4, 9, 12, which 

is not expected for drops close to their Rayleigh limit (drops near their Rayleigh limit 

additionally attain much higher charge levels, as shown by the orange dashed line).  Interestingly, 

the Rayleigh limit and the simulated and theoretical calculation results are somewhat coincident. 

However, in simulations, we find that charge is ejected from drops in the form of individual 

cations with only several water molecules bound, which is not consistent with the anticipated 

outcome of a Rayleigh fission (i.e. multiply charged nanodrops are expected to be ejected during 

Rayleigh fission33). 



  

 

Figure 7.  A plot of the charge state as a function of diameter from the analytical model (white 
lines), MD simulations (symbols), measurements (contour plot denoting size distribution 
function intensity), and expected for constant electric field strength models as well as at the 
Rayleigh limit for water. 
 

While in total, both simulations and experiments provide strong evidence for ion 

evaporation controlling cluster charge states and both permit quantitation of the ion evaporation 

rate through the relationship between z and diameter, the differences between simulations and 

experiments merit further discussion.  There are several plausible reasons for the observed 

deviation.  First, ion evaporation from solid surfaces is possible2, 5, 51, though simulations suggest 



that the rate of ion evaporation from bare salt cluster surfaces is low when compared to the ion 

evaporation from water drops.  Second, diameter is inferred in different manners in simulations 

and in measurements; in simulations diameter is selected based on a radial distribution function, 

while in mobility measurements diameter is inferred from a model linking the mobility (i.e. the 

inverse of the drag force on a cluster) to an effective diameter.  While some ambiguities in this 

model do arise for salt clusters with nanometer dimensions51, they would lead to an ambiguity in 

cluster diameter of 15% at most, and thus are also not likely to be the main source of deviation.  

We do remark that the deviations between experiments and simulations almost completely 

vanish if the nanodrop diameters are based upon an 80-90% cutoff criterion in the cumulative 

radial distribution functions, which is most probably the main source of the discrepancy.  This 

points to a need for more systematic methods of evaluating evaporating nanodrop sizes in MD 

simulations in future work.  Other possible origins of deviation include the fact that higher 

mobility clusters are transmitted less efficiently in atmospheric pressure IMS systems, and may 

have slightly contributed to lower observed experimental charge states.  However, we find 

experimental errors in mobility measurement to be unlikely as differential mobility analyzers 

with known sheath flowrates are straightforward to calibrate.    Finally, as ion evaporation 

kinetics are dependent upon the solvation energy of the evaporating ions, lower solubility 

impurities present in solutions could ultimately lead to reduced charge levels observed in 

experiments.  We find this to be the most likely source of deviation besides discrepancies in the 

definition of diameter in simulations and experiments; solute concentrations increase in drops 

due to neutral evaporation, such that impurities originally in trace amounts may have been 

present in high enough concentrations to affect ion evaporation kinetics.  Overall, we find that 

the compounding influences of these four phenomena could lead to the observed deviation 



between experiments and simulations, and note further work will be needed to resolve 

differences in experiments and simulations. 

 

CONCLUSIONS 

 We study ion evaporation from nanodrops generated by ESI of aqueous sodium chloride 

solutions, uniquely comparing experimental measurements to both MD simulation and analytical 

model results.  Two specific comparisons are carried out; neutral evaporation rates are inferred 

from both MD simulations and models, and ion evaporation kinetics are examined with 

experiments, simulations, and models.  Based on this work, we make the following conclusions: 

1.  To a single fit parameter, predictions of the neutral evaporation rate for nanodrops 

considering the Kelvin (curvature influences) and Thomson (electrostatic influences) 

effects are in good agreement with MD simulations until non-volatile solutes occupy a 

significant fraction of the drop volume.  To our knowledge, such simulations of neutral 

evaporation from multiply charged nanodrops have not been compared to Kelvin-

Thomson based evaporation models previously. 

2. The ion evaporation model of Labowsky et al17 is in remarkably good agreement with the 

results of MD simulations.  Combined with the results are prior work2, 11, 18, we find there 

is strong support for the continued use of this model in describing the rate of ion 

evaporation from nanodrops. 

3. IMS-IMS measurements of the charge distribution on residue sodium chloride clusters 

reveal lower charge states (for a given cluster size) than are anticipated based on both 

MD simulations and analytical models, with the discrepancy possibly brought about by 

compounding effects.  Nonetheless, measurements do suggest that the charge level 



attained by clusters is controlled by the evaporation of ions from nanodrops prior to the 

cessation of neutral solvent evaporation.  We suggest that future studies of ion 

evaporation should focus on improved quantitative prediction of the charge distributions 

observed on clusters, macromolecules, and nanoparticles aerosolized and ionized via ESI. 

 

SUPPLEMENTAL INFORMATION 

 

 Details on the parameters used in MD simulations, example radial distribution functions, 

evaporation results for nanodrops without excess sodium chloride, example experimentally 

inferred size distribution functions at discrete charge states (with a description of dmin 

determination), and a video of simultaneous neutral and ion evaporation in MD simulations are 

available online. 
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