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Abstract

X-ray computed tomography (CT) is an important non-destructive visualization technology for
three-dimensional structures inside the human body. For lesions that are difficult to be identified
using CT imaging alone, medical CT imaging using a contrast agent (i.e., contrast-enhanced CT
scanning) is performed to obtain CT images that highlight the lesions for more accurate diagnoses.
However, in conventional X-ray CT systems, it is difficult to read individual X-ray signals because
the detector consists of a photodiode and a gadolinium oxysulfide scintillator. The time scale of the
X-ray photon signal ranges from microseconds to milliseconds, which are integrated and read out
in the current form. This results in the loss of energy information of the incident X-rays, making it
difficult to identify the target material and quantitatively evaluate physical parameters such as the
concentration. To overcome these limitations, photon-counting (PC) CT has attracted considerable
attention as a novel technique.

PC-CT can detect individual X-ray photons in pulse form and utilize their energy information
to visualize only the target material. Therefore, if PC-CT is used as a contrast-enhanced CT,
the position and concentration of the contrast agent injected into the body can be discriminated
and visualized with greater precision, and it is expected to detect small lesions that might have
been overlooked in the past. On the other hand, one of the problems with contrast-enhanced
CT is that as the contrast agent travels around the body, the position and concentration of the
contrast agent become highly indefinite. This cannot be avoided even when photon-counting CT
is used. Therefore, it is important to complete CT imaging in as short a time as possible. In
addition, from the viewpoint of patient exposure, it is desirable to perform imaging in a short
time. Therefore, to realize short-time and low-dose imaging, we focused on imaging methods called
sparse-view CT. Sparse-view CT is a technique that reconstructs images with fewer projections than
the number of projection data based on the sampling theorem. Since the number of projections
is proportional to the imaging time and radiation dose considering ideal conditions, the fewer the
number of projections, the shorter the time and lower the radiation dose. Since this methods
require the application of a dedicated image reconstruction algorithm to the projection data, it
is more convenient from the viewpoint of image quality evaluation to obtain projection data by
actually taking images while changing conditions in detail, rather than processing CT images from
a publicly available database. In addition, there is only one type of PC-CT currently in clinical
application, and it was just marketed in 2023, so there are few samples of PC-CT images in the
publicly available database. In view of the above, we decided to actually construct a PC-CT system
and apply a compressed sensing-based image reconstruction algorithm to the obtained measurement
data and we demonstrate the feasibility of contrast-enhanced CT using PC-CT.

In this study, we validated the performance of sparse-view CT by combining a silicon photo-
multiplier (SiPM) based PC-CT, which is relatively inexpensive to construct, and a compressed
sensing (CS)-based image reconstruction algorithm. In the sparse-view CT, sparse-view sampled
projection data was created by acquiring the projection data to satisfy the sampling theorem and
then downsampling the projection. A CS-based image reconstruction algorithm was then applied to
each projection data, and the image quality of the resulting sparse-view CT images was evaluated.

Consequently, sparse-view CT images were successfully reconstructed, and the image quality
was maintained even after downsampling the projection data (downsampling ratios of 1/10 and 1/2
for the rod phantom and mouse model, respectively). Thus, the imaging time and radiation dose
could be remarkably reduced (by a factor of 10 or 2) in the sparse-view CT indicating that contrast-
enhanced CT with quantitative evaluation is feasible by combining CS-based image reconstruction
algorithms with PC-CT.
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Chapter 1

X-ray Computed Tomography

X-ray computed tomography (X-ray CT) is an instrument for imaging the cross-sectional structure
of an object, utilizing the property of X-rays to attenuate in intensity as they pass through the
object. Because it can observe the internal structure of an object without destroying it, it is used
in a variety of fields, such as to investigate the deterioration of industrial products and to analyze
the composition of valuable rock samples. It is particularly popular in the medical field, where
it is widely used for diagnosis and follow-up observation of lesions. Here, we will introduce the
advantages and disadvantages of X-ray CT by looking at how it has contributed to medicine and
the relationship between the two, and propose a new CT system for diagnostic medicine.

1.1 Historical background

The X-ray CT was invented and developed virtually independently by G. N. Hounsfield, an engi-
neer at EMI in England, and reported in 1973 [1-3]. While conventional radiography (so-called
roentgenography) images the human body as a two-dimensional transmission image, X-ray CT pro-
vides a cross-sectional image of the inside of the body. In particular, it was difficult to visualize the
structures inside the cranium, which are composed of bones with high attenuation coefficients, using
radiography (FIg. 1.1). The advent of CT revolutionized the medical world at the time by enabling
nondestructive visualization of these structures. On the other hand, CT images were not sufficient
in terms of shading, spatial resolution, and temporal resolution, and these have been improved up
to the present day. For example, scanning time has been reduced from about 4 minutes per rota-
tion in the early 1970s to about 0.3 seconds, and image reconstruction time has been reduced from
several hours to milliseconds, which together with the development of the latest CT technology has
dramatically improved examination throughput (Fig. 1.2). In addition, spatial resolution has been
improved from 3 mm to 0.14 mm [4], contrast-enhanced CT examinations using contrast agents with
high X-ray attenuation have been put to practical use, and image reconstruction methods with high
image quality have been proposed even with low doses of radiation. Even today, however, there are
many technical challenges. In the following, contrast-enhanced CT examinations and low-dose CT
will be discussed in depth.

1.2 Technical challenges

1.2.1 Contrast-enhanced CT

In current clinical practice, contrast-enhanced CT scans are performed using iodine-based contrast
agents (e.g., iopamilon) [5-7]. Iodine absorbs more X-rays than other tissues in the body (water,
adipose, etc.), so when iodine is administered into the body, the pixel value of the CT image is
higher in areas where iodine is present. This property is used, for example, to visualize tumors.
Since tumors generally have high blood flow, the amount of iodine flowing in the blood vessels
is relatively high. As a result, the area where the tumor is located is emphasized and used to
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Figure 1.1: CT image of the head at the dawn of CT development. The structure of the brain
inside the cranium can be seen. A portion of Figure 5 in the citation [2] is excerpted.

Figure 1.2: Ultra-high resolution CT. (Aquilion Precision, Canon Medical Systems, https://jp.
medical.canon/products/computed-tomography/aq_precision)
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Figure 1.3: Left: Simple CT image of the abdomen. Right: Contrast-enhanced CT image with
iodine contrast agnet. The iodine contrast enhancement can be seen in the area surrounded by the
orange circle. (https://midori-hp.or.jp/radiology-blog/web20230807/)

Table 1.1: Number of CT examinations in 2014 [9].
Rank  Country and Region CT exams per 1,000 ppopulation

1st United States 255
2nd Japan 231
3rd Luxembourg 207
4th Belgium 193
5th Iceland 180
Average OECD 133

determine the diagnosis. Fig. 1.3 left shows a simple CT image of the abdomen without iodine
contrast agnet and right shows a contrast-enhaced CT image of the abdomen with the contrast
agent administration. In the simple CT image, the liver appears to be a homogeneous tissue, but
with the iodine contrast agent administration, certain areas of the liver are seen to be enhanced by
the iodine. The diagnostician suspects the presence of a tumor in the liver and performs pathology
or other tests to definitively diagnose whether the tumor is malignant (i.e., cancerous) or not. The
problem is that small tumors can be missed by the diagnostician; if they are missed at the CT
image reading stage, the next diagnostic step, such as pathology, will not be performed. It is said
that it takes 1-2years for a malignant tumor to grow from 1cm to 2cm, so if regular checkups
are not performed, detection will be delayed and can have serious effects on the body. Treatment
of advanced cancers such as stage-IV is difficult in some cases and may be limited to palliative
care. Therefore, early detection of small cancer is important in terms of extending healthy life
expectancy. In particular, a new system to evaluate malignancy is required so that tumors smaller
than 1cm can be detected without relying on the doctor’s eye.

1.2.2 Low-dose CT

In Japan, it has been pointed out that the total exposure dose has increased with the increase
in CT imaging opportunities, and a reduction in irradiation dose is desired (Table 1.1, 1.2). In
fact, medical exposure accounts for about 65% of the annual radiation dose, and among medical
exposures, exposure from CTs accounts for nearly 50% [8]. It is most effective to reduce medical
exposure from CT imaging.
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Table 1.2: Number of CT installations in 2014 [9].
Rank  Country and Region CT scanners per millon ppopulation

1st Japan 107
2nd Australia 56
3rd United States 41
4th Iceland 40
5th Denmark 38
Average OECD 27

1.3 Overcoming techniques

As we have seen in the previous sections, conventional CT systems have two issues to overcome:
the detection of small lesions whose shading is not visible even with contrast agents, and the
achievement of equal or better image quality with a lower exposure dose. A system that can
achieve these goals is the next-generation CT system using a photon-counting detector, which has
been the focus of much attention in recent years. In addition, there is an imaging method called
sparse-view image reconstruction, which is designed to achieve lower radiation dose.

1.3.1 Photon-counting CT

Conventional X-ray CT is widely utilized in the medical field due to its ability to non-destructively
observe the three-dimensional internal structure of the human body. However, the current setup,
which includes a detector composed of a photodiode and a gadolinium oxy sulfide (GOS) scintillator,
integrates and reads out the X-ray signal as a current signal [10,11]. This is because the time
constant of the X-ray signal is long, making it difficult to read each X-ray signal individually;
the singanl height of the X-ray is proportional to its X-ray energy, resulting in the loss of energy
information in the X-ray signal and weakening its ability to identify the target material. (Top
right of Fig. 1.4). This further hinders the quantitative evaluation of the spatial and temporal
distribution of contrast agent concentration in contrast-enhanced CT examinations. In recent
years, photon-counting (PC) CT has attracted much attention and is widely used as an approach
to solve these problems [12-35].

PC-CT operates by detecting individual X-ray photons in the form of pulses. The height
of the pulse signal is directly proportional to its energy, enabling the setting of multiple energy
thresholds to capture information on the number and energy of X-rays within each interval. This
relationship between X-ray interactions and materials enables the visualization of specific target
materials within a subject. Systems under development worldwide are direct conversion PC-CTs
based on CdTe or CdZnTe sensors, and those currently being introduced into clinical practice
are also direct-conversion (e.g., NAEOTOM Alpha, Siemens Healthineers) [36-42]. However, the
cost of this system is significantly higher than that of conventional systems, which may limit
its adoption. To address this, we have developed an indirect conversion system based on silicon
photomultiplier (SiPM) technology, which combines a multi-pixel photon counter (MPPC) and a
cerium-doped yttrium-gadolinium-aluminum-gallium garnet (YGAG:Ce) scintillator with a short
decay time constant, providing a cost-effective alternative to direct conversion PC-CT [43-45].
Indirect conversion detectors using scintillators have a larger detection area than direct conversion
systems using CdZnTe, and the thicker scintillators provide higher detection efficiency for X-rays.

We have previously reported CT imaging results of static phantoms containing iodine-based
contrast agents using our SiPM-based PC-CT systems [44-46]. However, for future clinical appli-
cations, it is crucial to demonstrate the in vivo CT imaging capability using live subjects. Therefore,
we verified the in-vivo CT imaging capability of the PC-CT system by injecting iodine contrast
agent intravenously through the tail into a mouse model put to sleep by anesthesia and visualizing
the concentration of iodine distributed in the body [47].
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Figure 1.4: Top and Bottom: Concepts of conventional CT and indirect-conversion PC-CT system.
Left: X-ray detector configuration. The conventional model combines a GOS scintillator and a
photodiode. The indirect conversion PC-CT we are aiming for is realized by combining a YGAG:Ce
scintillator with a short time constant and a SiPM (MPPC) with an internal signal amplification
mechanism. Right: Predicted X-ray signal waveform. Compared to the conventional type, the
PC-CT system achieves shorter decay time and higher signal-to-noise ratio (S/N).

1.3.2 Sparse-view CT

Sparse-view reconstruction in X-ray CT offers the advantage of reduced radiation dosage and faster
imaging by requiring minimal measured data for image reconstruction [48-72]. Fig. 1.5 shows the
concept of general CT imaging and sparse-view CT imaging. In conventional CT, the transmitted
intensity of X-rays emitted from an X-ray tube is measured by an X-ray detector. This measurement
is performed at various angles in the same plane to satisfy the sampling theorem, and usually about
1000-2000 measurement data are obtained. Sparse-view CT, on the other hand, is an attempt
to perform imaging with a number of measurement data that is much less than the sampling
theorem (about 10-100 measurements). However, it is known that the application of the filtered
back-projection (FBP), a classical image-reconstruction method, to these sparse measurement data
causes streak artifacts in the resulting CT images, which has been a longstanding problem (Top and
Center of Fig. 1.6). In the 2000s, an innovative technique called compressed sensing (CS) theory
was reported [73,74], which led to a major advance in sparse-view CT [75-86]. The CS-based image
reconstruction algorithm is a method that attempts to obtain a true CT image by updating the
reconstructed image in a sequential and approximate manner. It has been about 20 years since
the first CS-based image reconstruction algorithm was proposed for CT image generation, and it is
still expanding due to various studies. For example, numerical image analysis has been performed
by simulation to investigate more accurate image reconstruction methods, and the results have
been applied to real data from dual-energy CTs equipped with energy-integrating detectors, which
are the main equipment used in clinical practice [87]. In addition, machine learning-based sparse-
view CT is also proposed, indicating that the field is developing more and more, incorporating
recent trends [88]. Despite the growing literature on machine learning-based sparse-view CT, CS-
based sparse-view CT using PC-CT is almost non-existent [89]. This is because PC-CT is still
a research-phase system and few clinical devices have been implemented. Looking ahead to the
future of clinical practice, it is clear that PC-CT is a suitable system for the next generation, and
it should be well worthwhile to examine the applicability of PC-CT in advance of such a system.
In addition, there is no case in which sparse-view reconstruction has been applied to contrast agent
concentration estimation maps. Through the performance evaluation of this system, we aim to
realize even lower exposure dose and shorter imaging time for contrast-enhanced CT examinations,
thereby providing more reliable medical diagnosis for patients. Therefore, we integrated a CS-based
image-reconstruction algorithm with an SiPM-based PC-CT system developed in our previous
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Figure 1.5: image reconstruction Left: Conventional CT imaging. Generally, about 1000-2000 imag-
ing (projection) data are acquired, and CT images are obtained by image reconstruction. Right:
Sparse-view CT imaging. CT imaging is performed with projection data reduced to 1/10 1/100
of that of conventional CT imaging. The image reconstruction method, which does not generate
image noise (artifacts) even with less projection data, realizes short-time and low-dose CT imaging.

work [43-45].

In this research, we present the preliminary findings of a comprehensive evaluation of sparse-
view CT images acquired using our PC-CT system [90]. We utilized static phantoms mimicking
an iodine-containing contrast agent and a mouse model injected with such contrast agent, previ-
ously employed for image analysis with FBP [46,47,91]. Since iodine contrast agents are the most
widely used in clinical practice today, validation of the performance of CT imaging with this as
a subject could serve as a basis for contrast CT examinations using PC-CT. Subsequently, CT
scanning was conducted, followed by the application of a CS-based image-reconstruction algorithm
incorporating total-variation (T'V) minimization to sparsely sampled projection data across various
downsampling ratios. TV minimization is the most fundamental method in CS-based image recon-
struction algorithms. We evaluated the image quality of the resulting CT images to ascertain the
optimal downsampling ratios while preserving image quality, extending the assessment to iodine
concentration maps. The outcomes highlight the effectiveness of the CS-based image-reconstruction
algorithm in PC-CT, showcasing its significant potential for reducing radiation exposure and imag-
ing duration.

1.4 Aim of this paper

In this paper, we constructed a PC-CT system using our originally developed phovton-counting
detector and evaluated its performance for contrast CT imaging using iodine contrast agents (Chap-
ter 3). This shows that a SiPM-based PC-CT system can also estimate the concentration of contrast
agents, and we propose this system as a basic system for clinical application. In addition, sparse-
view CT imaging was performed using the projection data obtained by the constructed system to
evaluate the image quality (Chapter 4). The effect of image quality on real photon counting CT
images will be verified and the possibility of reducing the dose will be discussed.
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Figure 1.6: Simulation results of CT images from various image reconstruction methods. Left:
Measured (projected) data. Right: reconstructed CT images. Top: case where the classical image
reconstruction method (FBP) is used on the measured data satisfying the sampling theorem. Cen-
ter: extreme failure of the sampling theorem; image reconstruction using FBP results in artifacts
on the reconstructed CT image. Bottom: using a compressed sensing-based image reconstruction
algorithm, which reduces artifacts on the CT image.



Chapter 2

Principle of X-ray CT

The purpose of an X-ray CT system is to measure the distribution of how much X-rays are attenu-
ated (i.e., the linear attenuation coefficient) at various sites inside the body. The linear attenuation
coefficient has different values depending on the elements constituting the material and the energy
of the irradiated X-rays. Therefore, knowing the distribution of the linear attenuation coefficient
is useful for estimating the structure of the inside of the body and the elements that make up
the body, and can be a clue to the diagnosis of lesions. In clinical practice, a tomographic image
of a subject (i.e., the CT image) is produced by creating a two-dimensional distribution of CT
values from the acquired two-dimensional distribution of line attenuation coefficients. This section
introduces the principles and theories necessary for the process of obtaining the CT images.

2.1 X-ray

X-rays are electromagnetic waves with a specific wavelength range, discovered by W.C. Roentgen
in 1895. Its generation mechanism originates from the transition of orbital electrons and kinetic
energy of free electrons. We will look at its characteristics below.

2.1.1 Spectrum

X-rays are classified into bremsstrahlung X-rays (continuous X-rays) and characteristic X-rays.
Bremsstrahlung X-rays are produced when a charged particle incident on a material loses energy
in the Coulomb field of its nucleus. The energy of the generated bremsstrahlung X-ray is equal
to the energy lost by the charged particle. Since the distance over which the charged particles
pass near the nucleus of the target material varies, the energy deprived also varies depending on
the distance. Therefore, bremsstrahlung X-ray exhibits a continuous energy spectrum produced
by X-rays with various energies. Characteristic X-rays, on the other hand, are produced when the
outer-shell orbital electrons of an atom transition to the inner-shell due to ionization effects caused
by radiation. It shows a single energy spectrum corresponding to the difference in binding energy
of the orbital electrons of the target material.

Here, Figure 2.1 shows multiple X-ray spectra generated when electrons accelerated by an X-
ray tube with tube voltages set at 80, 100, and 120 kV collide with a tungsten target. This is a
simulation using SpekPy [92]. The conditions are as follows. Target material: tungsten, anode
angle: 12 degrees, filter: Al with a thickness of 1.0 mm. X-rays with continuous energy due to
bremsstrahlung and K-shell characteristic X-rays of tungsten can be seen in Figure 2.1. Diagnostic
X-ray generators are often used with a tube voltage of 80-140 kV.

2.1.2 Interaction of photons in materials

All radiation interacts directly with the atoms that make up matter. In other words, a single
radiation interacts with a single atom, regardless of the structure of the compound or other material
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Figure 2.1: X-ray spectra for various tube voltages. The specific peaks indicate characteristic X-
rays of tungsten, and the other smooth curves are continuous X-ray spectra due to bremsstrahlung.
The tube voltages of the X-ray tube corresponds to the maximum energy of continuous X-rays. In
addition, the intensity on the low energy side ( lower than 30 keV) is suppressed because of the
transmission through a 1.5 mm thick aluminum filter.

of which the atom is a part. We will discuss two of these interactions that are closely related to
X-ray CT: the photoelectric effect and Compton scattering.

The photoelectric effect is a phenomenon in which the energy of a photon incident on a material
is imparted to the orbital electrons of all atoms, ionizing them. The photoelectric effect begins to
occur when the binding energy of the orbital electrons is exceeded. The orbital electrons emitted
by the ionization are called photoelectrons. Since the incident photons are completely annihilated,
the photoelectric effect is also called photoelectric absorption. For the photoelectric effect to occur,
the incident photon must have an energy greater than the ionization energy. Here, the energy of the
incident photon is hv and the ionization energy of the orbital electron is I, the energy E received
by the emitted photoelectron is expressed as:

E=hv—1. (2.1)

The probability of the photoelectric effect occurring increases rapidly with increasing atomic
number and decreases rapidly with increasing photon energy; the reaction cross section oppet, Of
photoelectric absorption per atomic number is approximated as follows

ZTL

of X B35

(2.2)
where Z is a atomic number, n has a value of 4-5. In the diagnostic X-ray energy range of 100 keV,
the photoelectric effect is an important interaction and plays an important role in the formation of
diagnostic X-ray images, especially those that display differences in atomic number, i.e., material
differences (e.g., bone vs. soft tissue).

Compton scattering is a phenomenon in which part of the energy of an incident photon is given
to an orbital electron, which is emitted as a recoil electron upon ionization, and the scattered
photon is ejected with the remaining energy. Compton scattering is more likely to occur when the
energy of the incident photon is higher than the binding energy of the orbital electrons, especially
when the energy is tens of keV to several MeV. In other words, Compton scattering can be said
to be an interaction between a photon and a free electron, since the binding energy of the orbital
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electrons is negligible. The energy hi' of the emitted scattered photon can be described by the
momentum and energy conservation laws as follows:

! — hv

; (2.3)
Y (1 —cosf)

1
+ moc?

where my is the electron mass and @ is the scattering angle. Since the energy of recoil electrons Er
is simply the energy of incident photons minus the energy of scattered photons, it can be calculated
as follows.

1
E.=hv—h/=hv{1- . (2.4)

v
1 1-— 0
+ m002< cosf)

Here, when the energy of the incident photon is much smaller than the rest energy of the
electron (hv < moc® = 0.51MeV), from Eq. 2.3 and 2.4, the energy of the scattered photon is
hv' =~ hv and the energy of the recoil electron is E, ~ 0. This is nothing but Thomson scattering.
In contrast, in the region where the incident photon energy is much larger than the rest energy
(hv > moc?), the scattered photon energy can be expressed as hv' =~ moc?/(1 — cos#). Eq. 2.3
also shows that h/ has a maximum at cosf = 0. and a minimum at cosf = 180. Thus, since
the energy of scattered photons varies with the scattering angle, the energy of scattered photons
exhibits a continuous spectrum when a large number of photons are incident. The probability of
Compton scattering and the angular distribution of scattered photons can be expressed in terms
of the differential scattering cross section for a small solid angle df) in the angle 6 direction, which
is shown from the Klein-Nishina formula as follows.

do. 12 1 ? a?(1 — cos 6)?
aQ ?OO +cos” ) - <1 + (1 — cos 0)) . <1 * (14 cos?26)(1+ a(l — cos (9))) ' (25)

where o = hv/ moc? and rg is the classical electron radius. o, is the Compton scattering cross
section per electron, so the reaction cross section o, for Compton scattering per atom in a material
with atomic number Z is expressed as follows:

A
Oc X E . (26)
The reaction cross section for electron-pair production is o, o< Z 2. Therefore, the relationship
between atomic number (reaction cross section) and photon energy is as shown in Figure 2.2. From
Figure 2.2, it can be seen that the photoelectric effect is dominant at energies of 100 keV, which

is the energy of X-rays typically used in diagnostic X-ray systems.

2.2 X-ray detector

In Section 2.1.2, we discussed the interaction between X-rays and matter. In this section, we de-
scribe the methods of detecting X-rays using the aforementioned interaction, especially the features
and principles of semiconductor and scintillation detectors.

2.2.1 Semiconductor detectors

Semiconductor detectors convert incident high-energy charged particles into electron-hole pairs,
which are further converted into electrical signals such as charge and voltage so that their intensity
and energy can be extracted. Ome of the features of semiconductor detectors is their excellent
energy resolution. The following is a more detailed description of the charged particle detection
process.
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Figure 2.2: The blue curve shows the case where the reaction cross section o of the photoelectric
effect and the reaction cross section o. of Compton scattering coincide. The orange curve shows
the case where the reaction cross sections of Compton scattering and pair production are equal.

1. When radiation strikes a semiconductor, electrons transition from the valence band to the con-
duction band along their trajectory, producing electron-hole pairs. The number of electron-
hole pairs produced, NO, is proportional to the energy of the incident charged particle and
can be calculated as follows:

NO = ?a (27)
where € is the average energy required to produce a single electron-hole pair, and has different
values for different semiconductor materials.

2. The electrons and holes generated along the particle trajectory spread by diffusion, but the
electrons move to the n-side electrode and holes move to the p-side electrode along the electric
field E generated by the applied reverse bias. The velocity of electrons (ve) and holes (vy) at
this time can be calculated from Eq. 2.9. where p. and up are the mobility of electrons and
holes, respectively.

Ve [ems ™! = pe [em? Vs - Blem ™! V] (2.8)

vp [ems™) = pp [em? VL s™ - Efem ™! V] (2.9)

3. Finally, an electrical signal equivalent to the charge ) of the aggregated N electron-hole pairs
(Q[C] = 1.602 x 10 - N) is output.

The above is the detection principle of semiconductor detection, which is basically the same
as the principle of other detectors such as gas detectors, only the substance is changed. However,
semiconductor detectors have a smaller € than other detectors. As a result, a large number of
electron-hole pairs can be generated for a single incident charged particle, and this allows them to
have excellent energy resolution. Table 2.1 lists the physical properties of semiconductors (Si, Ge,
and CdTe), which are currently mainly used in detectors.

In clinical practice, compound semiconductors such as CdTe are generally used. Si and Ge
are superior in terms of energy resolution because they can produce a large number of electron-
hole pairs at a time, but Si has a small atomic number and is hardly sensitive to X-rays above
100 keV. Ge has a small energy gap Ey, so a cooling system is necessary. Therefore, compound
semiconductors such as CdTe are preferred because they can be used at room temperature and are
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Table 2.1: Physical properties of the main semiconductors used as detectors.

Semiconductor Si Ge CdTe
Atomic number 14 32 48/52
Density (gcm™3) 2.33 5.32 5.85
Energy gap E, (eV) 1.12 0.665 1.5
Required average energy/single electron-hole pair € (eV) 3.61 2.97 4.43
Mobility pe (cm? V=1s™1) 1500 3.6 x 104 1000
Mobility pp, (cm? V=1s™1) 480 4.2 x 10* 80
Lifetime 7, (s) 30x 1072 1.0x 1073 1.0 x 1076
Lifetime 7, (s) 30x107% 1.0x107% 1.0x 1076

sensitive enough to X-rays above 100 keV, which are used in the diagnostic field. As mentioned
above, while semiconductor detectors have the advantage of excellent energy resolution, they have
the following disadvantages: 1) they are susceptible to noise in the readout circuitry at a later stage
because they do not have internal amplification, 2) the depletion layer determines the sensitive area,
making it difficult to enlarge the detector area, and 3) they have a longer dead time than scintillation
detectors because of their small mobility and the time required to collect electron-hole pairs. In
particular, the mobility of holes is small and their lifetime is short, so a large voltage must be
applied to accurately collect their carriers.

2.2.2 Scintillation detectors

Scintillation detectors consist of a photodetector and a light-emitting material called a scintillator.
The scintillator emits fluorescence when bombarded by radiation such as X-rays, y-rays, or charged
particles, and this fluorescence is used to detect X-rays. X-rays incident on the detector are con-
verted to visible light inside the scintillator, which is then further converted to electric charge by a
photodetector before being read out, so the energy resolution is generally lower than that of semi-
conductor detectors described in Section 2.2.1. Because of their detection methods, scintillation
detectors are sometimes referred to as indirect conversion detectors and semiconductor detectors as
direct conversion detectors. Both scintillators and photodetectors are available in a wide variety of
types and can be combined to form a variety of scintillation detectors. In this section, we describe
each scintillator, the photodiode (PD) used in clinical X-ray CT, the avalanche photodiode (APD),
and the Multi-Pixel Photon Counter (MPPC), which has been the focus of much attention in recent
years.

Scintillators are fluorescent materials that absorb the energy of radiation and immediately con-
vert it into light, which can be roughly classified into organic and inorganic scintillators. The ideal
scintillator should have high scintillation efficiency to convert radiation energy into fluorescence, a
short time constant to obtain a high counting rate, transparency with respect to the wavelength of
the generated light, and excellent light collection properties. However, no scintillator completely
satisfies all of these performance requirements, so scintillators must be selected according to the
desired detector characteristics.

Organic scintillators are classified into pure organic crystals such as anthracene, liquid scintil-
lators, and plastic scintillators. Common advantages of organic scintillators include low cost, large
area, short time constant, and excellent time response. On the other hand, due to their small
density, organic scintillators have a very small reaction cross section for X-rays and ~-rays with a
certain energy, and are therefore unsuitable for X-ray and v-ray detection above 100 keV.

Compared to organic scintillators, inorganic scintillators have a higher atomic number value
and are therefore sufficiently sensitive to high-energy X- and v-rays. Thus, they are considered
suitable for combination with diagnostic X-ray generators. The luminescence principle and required
properties of inorganic scintillators are described below.

In the band structure model of inorganic crystals, all electrons are in an energy level called
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the valence band. Between the valence band and the conductor, there is a region where electrons
cannot exist (forbidden band). In inorganic crystals, this forbidden band (about 5-10€V) is large, so
electrons are not excited to the conductor at room temperature. When radiation strikes the crystal,
the crystal atoms absorb the energy of the radiation and are excited, producing electrons and holes.
Photons (visible light) are emitted when the electrons excited by the conductor transition to the
ground level according to their lifetime. This is the process of converting radiation into visible
light. Next, we discuss the performance requirements for scintillators.

1. Good conversion efficiency to fluorescence
As mentioned in Section 2.2.1, in the case of X-ray and ~-ray measurements, the larger Z,
the higher the probability of interaction (especially the photoelectric effect), and thus the
higher the detection efficiency. Also, for the same size, the higher the density, the higher the
detection efficiency.

2. Short decay time constant

Scintillation emission decays exponentially with time. The decay time constant is directly re-
lated to the blind time of the entire detector. If a scintillator with a long decay time constant
is used, it is difficult to obtain accurate measurements because even if new photons enter
the detector during the decay time constant, they may be miscounted, or the energy infor-
mation may be incorrectly acquired due to overlapping waveforms. Therefore, a scintillator
with a short time constant is necessary, especially in high-counting-rate environments where
waveform overlap is likely to occur.

3. The maximum emission wavelength matches the photo-detector’s wavelength distribution of
sensitized wavelengths
The light photons produced by the scintillator must efficiently escape the scintillator and be
transmitted to the next photosensor to be converted into an electrical signal. To this end,
it is important that the maximum emission wavelength of the scintillator coincides with the
wavelength distribution of the photosensors’ sensing wavelengths.

A photodetector is used to convert X-rays converted into visible light inside the scintillator into
electrical signals. There are various types of photodetectors, and here we describe the photodiode
(PD), avalanche photodiode (APD), and multi-pixel photon counter (MPPC).

The principle of PD conversion from visible light to electrical signals is the same as that of
semiconductor detectors. Compared to photomultiplier tubes, which have been conventionally
used for radiation detection, PDs have a simpler structure, are more compact, have higher quantum
efficiency, and exhibit less fluctuation due to photon statistics. On the other hand, the greatest
drawback is that it is difficult to read out signals in pulses due to the lack of amplification and is
vulnerable to noise from circuits and other sources. However, most detectors used in actual medical
practice are a combination of a scintillator and PD, and diagnostic images are acquired by reading
out signals from the photodiode in the current mode rather than the pulse mode.

APDs are semiconductor photodetectors with an internal amplification function, although the
mechanism of photocurrent generation is the same as that of PDs. In a high electric field, car-
riers that collide with the crystal lattice generate new electron-hole pairs (ionization), and these
electron-hole pairs undergo further ionization, resulting in repeated avalanche amplification. The
amplification factor is 100 times. This internal amplification of the detector reduces the influence
of circuit noise, and thus provides a superior signal-to-noise ratio compared to conventional pho-
todiodes that do not have internal amplification. On the other hand, APDs have a temperature
dependence, and the amplification factor changes as the temperature fluctuates even when a con-
stant reverse bias is applied. Specifically, as the temperature increases, the amplification factor
decreases because the lattice vibration of the crystal becomes more active and the electron-hole
pairs collide with the crystal and lose velocity before gaining sufficient acceleration to generate sec-
ondary carriers. Therefore, to obtain a constant amplification factor, stable control of the reverse
bias is required, taking into account the electric field intensity and temperature dependence.
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The MPPC is a Sillicon photomultiplier (SiPM) detector developed by Hamamatsu Photonics.
the MPPC consists of a Geiger-mode APD and a quenching resistor connected in series as one unit,
which is connected in multiple parallel to form a two-dimensional array.

As mentioned above, normal APDs operate in linear mode, outputting an output charge pro-
portional to the amount of incident light. However, the Geiger mode APD used in MPPC differs
from this and is used when a certain voltage or higher is applied. When an APD is used in Geiger
mode, a very high reverse bias is applied inside the device. When a photon is injected in this state,
the generated electron-hole pairs are strongly accelerated, which generates new electron-hole pairs,
resulting in the exponential generation of a large number of carriers. The multiplication factor at
this time is about 10°7%, which is much larger than the value of 100 times in the linear mode.
As a result, Geiger mode APDs can generate discharge phenomena even for weak signals of a few
photons.

The charge @ output during Geiger mode is constant regardless of the incident light level and
is expressed by the following equation:

Q=0Cx (V()p - ‘/break) (210)

where C' is the capacitance of the Geiger mode APD, V,, is the applied voltage, and Viyeqk
is the breakdown voltage. The charge Q from each parallel-connected pixel is integrated to form
the overall MPPC signal. Since the output from each pixel is constant, the output itself does
not contain the energy information of the incident photon. However, the higher the energy of the
incident photon, i.e., the higher the light intensity, the greater the number of pixels to respond, so
the final output from the MPPC will reflect the energy of the incident photon.

2.3 CT scanning type

The typical structure of a CT system consists of an X-ray tube and an X-ray detector placed in
opposing positions, with the subject placed between them at the center and rotating around it.
However, various scanning types have been created and clinically applied throughout its history.
This section describes the characteristics of each scanning method and traces its evolution.

1. Translate/Rotate type (pencil beam type)
This is also called the first-generation type because it was the first CT scanning system to
be developed. As shown in Figure 2.3, it has one detector and the X-ray beam is thin and
called a pencil beam. Scanning is performed by synchronous translation of the X-ray tube
and detector, and is repeated at different angles. The use of a pencil beam eliminates the
influence of scattered rays, but the scanning time is long. For this reason, it has been used
exclusively for head scanning.

2. Translate/Rotate type (Narrow fan beam type)
This type typically has about 10-20 detectors, and the X-ray beam is a narrow fan shape with
a width of about 3 —10° (Figure 2.4). The angular interval of projection data acquisition can
be done at each fan interval, which enables scanning in a shorter time (about 20 s) compared
to the pencil beam method. This is called the second-generation method.

3. Rotate/Rotate type
The X-ray beam is a fan beam that covers the entire object, and projection data is taken
at once using detectors arranged in an arc (Figure 2.5). The scan can be completed simply
by rotating the X-ray tube and detector as a single unit, without the need for translating
motion as in conventional systems. The number of detector elements was initially 300, then
increased to 700-1000 or more. Scanning time has been further shortened to a few seconds.
This is the current mainstream of CT systems and is called the third-generation method.
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2.4 Image reconstruction

Based on the X-ray intensity data collected by the CT scan, a CT image is created by the image
reconstruction method [94]. In this section, we first consider what happens when X-rays enter the
subject, and then describe how they are transformed into a CT image by image reconstruction.

2.4.1 Linear attenuation coefficient

The degree of X-ray attenuation is determined by the material-specific attenuation coefficient u and
the subject thickness t. Here, if the X-ray intensity reached in the absence of the subject is Iy and
the intensity after the subject is transmitted is I, the relationship between these two is expressed
by the following equation:

I = Iyexp (—put) (2.11)

In general, the higher the density, the higher the p (i.e., bone tissue has a higher p relative to
soft tissue). Also, the lower the X-ray energy (i.e., the lower the tube voltage), the higher the u. In
other words, the linear attenuation coeflicient depends on the composition of the material and the
X-ray energy. In a basic conventional CT scan, a tube voltage of about 120kV is used, but since
the X-ray energy is not changed significantly, p at 55-65keV, which is equivalent to the effective
energy, is used as a reference.

2.4.2 Measured data and projection data

In considering image reconstruction, we define a coordinate system as in Eq. If the orthogonal

coordinate system fixed to the subject is (z,y), then the distribution of the linear attenuation

coefficients of the subject in this coordinate system is f(x,y). Let (X,Y) be a new orthogonal

coordinate system that shares the same origin and is rotated by an angle # with respect to the
coordinate system (z,y).

{x = X cosf —Ysin6

(2.12)

y=Xsinf +Y cosf

Here, if an X-ray beam of intensity Iy is irradiated parallel to the Y-axis, the X-ray intensity
I(X,0) after passing through the subject is as follows.

I(X,0) = Iyexp <_ /_ Z f(x,y)dY) (2.13)

This I(X,0) is called the measurement data. The logarithmic transformation g(X,#) of the
attenuation rate of the X-ray intensity is expressed as

9(X,0)=1In (I()I(O’e)> (2.14)
= /_00 f(z,y)dY (2.15)

and is called the projection data. The operation of obtaining g(X,0) from f(x,y) is called the
Radon transform. The projection data obtained in this way is given for all angles 0 < 6 < 27«
around the subject, and the image reconstruction problem of X-ray CT is to find the distribution
f(z,y) of the linear attenuation coefficients of the subject from this distribution.

2.4.3 Projection-slice theorem

There are several analytical methods for obtaining the distribution f(z,y) of the line attenuation
coefficients of a subject from a set of projection data g(X,0). Before that, we introduce the
projection-slice theorem as an important theorem that forms the basis of image reconstruction.
This clarifies mathematically the content of the image reconstruction problem.
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First, as a two-dimensional reconstruction problem, let (£,7) denote the coordinates of the
angular frequency of the frequency space corresponding to the real space (x,y), and let F'(£,n) be
the two-dimensional Fourier transform of the distribution f(z,y) of the linear attenuation coefficient
of the subject. From the definition formula,

F(&n) = /_ h /_ 7 s y)e2TEE) gy (2.16)

(&,m) expressed in the orthogonal coordinate system is transformed into the polar coordinate
system (w, ),

= wcosb
{E . (2.17)
1N =wsinf
where w is the angular frequency. Substituting Eq. 2.17 into Eq. 2.16,
o0 oo . A
F(wcosf,wsinf) = / / f(a:,y)e’ﬁm(mos9+y81n9)dxdy (2.18)
—00 —0oQ

where X = xcosf + ysinf and from the fact that the integral can be expressed as dxdy = dXdY,

F(wcosf,wsinf) = / / f(z,y)e 2™Xaxdy

_ /_Z {/_Z f(x,y)dy}e—imxdx

o0

= [ g(X,0)e "N dX
= G(w,0). (2.19)

where G(w, 0) represents the 1-D Fourier transform of the projection data g(X, 6) in the X direction.
From Eq. 2.19, we see that the component in the direction of a certain angle 6 in the 2-D Fourier
transform of the distribution of line attenuation coefficients f(x,y) that we want to find is equal to
the 1-D Fourier transform of the projection in the same 6 direction. This is called the projection-
slice theorem, and by obtaining the projection data g(X,6) for 0 < 6 < , the Fourier transform
F(&,n) of f(z,y) is completely determined. Thus, the distribution f(z,y) of the linear attenuation
coefficients of the subject is obtaied by Eq. 2.20, which is the 2-D Fourier inverse transform of

F(&,n).
Fay) = /_ /_ F(€,m)e2r €+ den (2.20)

2.4.4 2D Fourier transform method

The 2-D Fourier transform method uses Eq. 2.20 as is to reconstruct the image. In this method,
the only specific calculations are those for the 1-D and 2-D Fourier transforms, both of which
are performed extremely quickly using the Fast Fourier Transform (FFT). However, considering
a digital computation by a concrete computer, the positions of the grid points (w;,6;) in the
polar coordinate representation of F(wcosf,wsinf) in Eq. 2.19 and the grid points (&,,,,7,) in the
orthogonal coordinate representation of F'(§,7n) in Eq. 2.20 are generally different, so an appropriate
interpolation calculation is necessary. In this case, if the accuracy of the calculation is not sufficient,
artifacts based on errors will occur.

2.4.5 Filtered backprojection (FBP)

The Filtered Back-Projection (FBP) method is an analytical method that is mathematically equiv-
alent to the two-dimensional Fourier transform method described above. Here, Eq. 2.20 is expressed
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in polar coordinates instead of orthogonal coordinates to avoid errors caused by interpolation cal-
culations. Using Eq.2.17 to express Eq. 2.20 in a polar coordinate system with radial direction w
and angular direction 6, the integral is dédn = wdwdf, so we have

.T y / / f 77 227r(§:c+77y d§d77

2m
/ F (w cos 0, w sin §)e 2w (@ cosO+ysind),q.,q0
o Jo
/ / F(w cos 0, wsin 0)|w|e2m @ cos0+ysind) 4,40
0 00
:/ { G(w,6) |w[e’2wxdw}d9. (2.21)
0 —00

Here

q(X,0) = / G(w, 0)|w|e®™X duw

—00

- / { / g(X,e)e—ﬂdex}|w\ei2dew, (2.22)

—00 —00

q(X,0) means that the 1-D Fourier transform G(w, ) of the projection data g(X, ) in the angle 6
direction to X is multiplied by the filter represented by |w| in the domain of frequency w, and then
transformed back by the Fourier inverse transform. This corresponds to the "F (Filtered: filter
correction)” part of FBP. Using ¢(X, 6) to express the rest of the equation, we obtain

fla) = [ ax.0)a0
= /7r q(xcosf + ysinb, 0)do . (2.23)
0

This corresponds to the "Back Projection (BP)” part of FBP. The FBP is the most basic
reconstruction method in current CT systems. Filtering (1D) of the projection data is advantageous
because it can be done very quickly in frequency space using the FFT, as is already common practice
in general data processing. For this reason, the FBP, which performs filtering in frequency space,
has become the basic algorithm for diagnostic CT.



Chapter 3

Contrast-enhanced CT imaging using
photon-counting CT

In this section, we give an overview of our photon-counting CT and its performance, based on
papers [47,95]. To realize the PC-CT system, we first fabricated an X-ray detector that combines
a scintillator and MPPC. To read X-ray signals from this detector at high speed, we designed our
signal processing system and implemented it on a Large Scale Integration (LSI) circuit and an LSI
evaluation board.

3.1 Materials

The detector utilized in this experiment was assembled by optically coupling SiPMs and scintil-
lation crystals. The SiPM employed was a multi-pixel photon counter (MPPC) manufactured by
Hamamatsu Photonics K.K., while the scintillator consisted of cerium-doped yttrium-gadolinium-
aluminum-gallium garnet (YGAG:Ce, Proterial Ltd.) (see Fig. 3.1). The specifications of the
detector are outlined in Table 3.1, a linear array type X-ray detector with 1 x 1 x 1 mm scintilla-
tor per channel and 1 x1mm MPPC photosensitive surface, for a total of 64 channels. Thus, the
total length is approximately 64 mm. This is a size that roughly covers the entire body of a small
animal, such as a mouse, for example.

3.2 Readout system

Figure. 3.2 shows an overview of the large-scale integrated circuit (LSI) we have developed and its
internal circuit configuration [95]. The left side of the Fig. 3.2 shows the circuit configuration per

Table 3.1: Characteristics of SiPM-based PC detector [90].

Characteristics Our SiPM-based PC detector
Overall detector characteristics
Detector shape linear array
Number of channels 64
Channel size (mm?/channel) 1x1
Maximum counting rate (counts/s/mm?) ~4.0 x 106
YGAG:Ce (Scintillation crystal)
Voxel volume (mm?/channel) 1x1x1
Decay time constant (ns) ~T70
MPPC (SiPM)
Pixel size (mm?/channel) 1x1
micro-cell size (um/pixel) 25

19



20 CHAPTER 3. CONTRAST-ENHANCED CT IMAGING USING PHOTON-COUNTING CT

64ch: ~64mm

Figure 3.1: 64-channel linear array detector consists of two main components. Top: YGAG:Ce
scintillators. Bottom: MPPCs. These components are optically bonded together and have the
capability to convert X-rays into electrical charge [47].

x 64 ch

MPPC

MONITOR
out

Test pulse

Comparator
Registers ‘
Digital l/0 pad:

Figure 3.2: Large-scale integrated circuit (LSI) we developed [95]. Left: Circuit configuration
inside the LSI. This configuration is for one channel, and there are 64 channels inside the LSI.
Right: Overall view of the LSI.

channel inside the LSI, which has 64 channels in total. charge signals from the MPPC are gain-
adjusted by an amplifier. To achieve high-speed signal processing, a current conveyor circuit, which
can be designed to have low input impedance and high output impedance, is used in the amplifier.
The signal passing through the amplifier is converted from a charge pulse to a voltage by a resistor
in the subsequent stage. The height of this voltage signal is compared with the threshold voltage
of six comparators, and only the signals exceeding the threshold are counted by the counters in
each subsequent stage; in the case of X-ray signals, the signal height is proportional to the energy
of the X-rays, so it is possible to simultaneously measure the number of X-rays and their energy.

Before evaluating the performance of CT imaging, the performance of the fabricated X-ray
detector was evaluated. The measured performance is summarized in Table. 3.2 [95].

Table 3.2: Performance of our photon-counting detector.

Performance

Signal linearity (mA) 0-1.0
Energy resolution (%, FWHM @ 59.5keV) 40.5+ 1.5
Deadtime (ns) 247 +4

Maximum countable count rate (MHz) ~ 4.0
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Figure 3.3: Static phantom. Left: Gammex™ Technology rod phantoms are inserted into a cylin-
drical jig made of PMMA. Right: Each numbered position corresponds to a rod phantom equivalent
to water, fat, iodine, etc. in the lower table. [47].

3.3 CT imaging performance

3.3.1 Subjects for CT imaging

In vivo contrast agents travel throughout the body in the bloodstream. Therefore, to evaluate CT
imaging performance under conditions where the contrast agent does not move, a Multi-Energy
CT Phantom model (manufactured by Gammex™ Technology), which is widely used in clinical
practice, was first prepared as the subject (Fig. 3.3). This stick-shaped static phantom well simu-
lated contrast agents, water, and adipose. They were inserted into a proprietary acrylic (PMMA)
cylindrical jig and fixed in position during CT imaging.

To evaluate the performance of the originally developed PC-CT for clinical application, a mouse
model (approximately 100 mm long) was prepared (Figure 3.4). The mouse was pre-anesthetized
and inserted into a cylindrical Styrofoam container to prevent movement. Subsequently, 0.2 mL of
iodine-containing contrast agent was injected intravenously through the tail. CT imaging was then
performed on the mouse model twice at intervals: immediately and 2 hours after injection.

3.3.2 Geometric configuration with X-ray generator

The experimental setup of the established PC-CT system is illustrated on Fig. 3.5. A first-
generation CT scanning system was developed by vertically installing and fixing a linear array
of the custom PC detector [95], with the X-axis stage—where the subject was positioned—moving
perpendicular to the X-ray beamline. X-rays emitted from the X-ray generator are suppressed on
the low energy side by a 1.5 mm thick aluminum filter (see Fig. 2.1). Since the arrival rate of X-rays
is higher on the low energy side, the probability of multiple X-ray signals coming in almost simul-
taneously increases. As a result, the number of X-rays is counted off, which affects the attenuation
intensity distribution of the material on the CT image. This deteriorates the accuracy of substance
identification and concentration estimation and should be prevented as much as possible. After
passing through the subject, the intensity is measured by a 64-channel X-ray detector; a copper
block is placed in front of the X-ray detector to reduce the scattering component of the X-rays.
X-ray signals from the detector were converted from analog to digital signals by the proprietary
LSI [95].
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Figure 3.4: Mouse model inserted into a cylindrical Styrofoam container [47]. The mouse is put to
sleep by anesthesia and does not move within the cylindrical container.

The CT images were subsequently generated using a classical image-reconstruction algorithm
(FBP, Fig. 3.6). The following briefly reiterates the FBP (see section 2.4.5 for detailed equations).
The data measured by CT imaging is formed into a sinogram by forward projection and logarithmic
transformation. The sinogram is the data aligned with the X-ray detection position on the horizon-
tal axis and the rotation angle on the vertical axis. It is then 1D Fourier transformed and passed
through a typical filter that reduces low-frequency components, called a ramp filter. The filtered
data is further returned to real space by an inverse Fourier transform, and finally back-projection
completes the image reconstruction. Six energy thresholds are set inside the LSI and the values
can be changed arbitrarily; up to six CT images can be made without overlapping energy bands.
Other conditions of the experiment are shown in Table 3.3.

Table 3.3: Experimental setup for PC-CT imaging on each subject.

Parameters Static phantom Mouse model
X-axis movement step / total amount (mm) 1/ 130 1/34
CT rotation angle step / total amount (°) 0.9 / 180 3.75 / 180
Number of projections 200 48
Total CT imaging time (min.) 1020 25
Tube voltage / current (kV/mA) 120 / 0.1 100 / 0.5
Weighted CT dose index (mGy) 10 4.1

11.2, 33.2, 55.2,  23.2, 33.2, 50.2,

Energy threshold (keV) 65.0, 75.0, 90.0 60.0, 75.0, 90.0

3.3.3 Iodine K-edge imaging

From this section 3.3.3, we present the methods used to analyze the obtained CT images. First,
K-edge imaging, a conventional contrast enhancement technique, is presented in this section 3.3.3,
followed in the next section 3.3.4 by the concentration mapping used in this study.

K-edge imaging is a valuable technique for identifying materials, allowing for the visualization
of specific substances based solely on their X-ray energy characteristics [96-99]. Notably, iodine
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Figure 3.5: CT imaging setup with our established SiPM-based PC-CT system [47]: X-rays emitted
from the X-ray generator are suppressed on the low-energy side by a 1.5-mm-thick aluminum filter.
After passing through the object, the intensity is measured by a 64-channel X-ray detector. A
copper block is placed in front of the X-ray detector to reduce the scattering component of the
X-rays.
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Figure 3.6: Filtered back-projection method. This is a classical image reconstruction technique.
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Figure 3.7: Overview of iodine K-edge imaging. Top: CT values of iodine, the main component
of iodine contrast agent, and various substances present in the human body plotted against X-ray
energy. With the exception of iodine, CT values show smooth transitions in the energy range of
20-120 keV. Bottom: CT images of the abdomen of a model mouse with energy bands of 33-50
keV and 23-33 keV and an iodine K-edge image produced by subtracting these images [47].

exhibits a unique K-edge absorption at 33.2 keV, leading to a distinct change in the mass attenuation
coefficient at this energy level. In contrast, the mass attenuation coefficients of other biological
tissues, such as water, adipose tissue, bone, and soft tissue, gradually decrease as energy increases
within the range of 20 to 120 keV. Here, we introduce the CT value, which is the pixel value of a
CT image commonly used in clinical practice:

t — Hw

OT (HU) = 1000 x (3.1)

Haw

where p is the linear attenuation coefficient, a value expressed as the product of the density of
the substance and its mass attenuation coefficient. In addition, the subscripts ¢ and w are the target
substance and water, respectively. Since the CT value is a dimensionless quantity, HU (Hounsfield
Units) are used as the unit of measure for convenience. the CT value is used because the linear
attenuation coefficient varies depending on the clinical equipment and imaging conditions, and CT
images taken under different conditions are not comparable. The CT values normalized by air and
water can be used for comparison. Therefore, it is currently most appropriate to use CT values in
CT images.

When deriving CT values for different materials, only the CT value of iodine shows a notable
discontinuity at 33.2 keV (see the top panel of Fig. 3.7). Based on the facts, the K-edge image of
iodine can be generated as follows: subtract the value of each voxel in the CT image corresponding
to an X-ray event with an energy lower than the K-absorption edge of iodine from the CT image in
the higher energy band. This alone produces an image that highlights the presence of iodine, known
as the iodine K-edge image. Since our device has more than three energy thresholds, it is possible
to acquire CT images in two energy bands. In other words, by setting the threshold appropriately,
CT images in energy bands lower or higher than the K-edge can be acquired, allowing K-edge
imaging. In our study, we applied K-edge imaging to visualize the spatial distribution of iodine in
vivo, as depicted in the bottom panel of Fig. 3.7.
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3.3.4 Concentration mapping with six energy bands

K-edge imaging, illustrated in Fig. 3.7, amplifies the signals of specific materials. However, this
technique lacks the ability to provide quantitative values such as the the concentration of contrast
agents. While conventional K-edge imaging typically involves subtracting two CT images with
haigher and lower energy bands than that of K-edge of the target materials, our system expands
this capability to six energy bands, enabling additional information to complement material visu-
alization. By collecting multiple CT images of the target material across various energy bands, we
can not only visualize the emphasis of the materials but also estimate their concentrations [45,46].
Consequently, in this study, we estimated the iodine concentration using the all six energy bands,
a feature not present in traditional CT systems. The algorithm employed for concentration deter-
mination is based on the least-squares method, with the relevant equation expressed as:

6

J = Z (Mmeasured,E — Pt Mt,E)2 (32)
E=1

where fimeasured,E Tepresents the measured linear attenuation coefficient for a given energy band

E, p; denotes the concentration of the target material, and p; g stands for the mass attenuation

coefficient obtained from a database called XCOM of NIST [100] as a known value. Therefore, the

concentration of the target is obtained by calculating the least squares method with rho as the

unknown.

In this study, we employed multiple energy bands to distinguish between materials in each static
phantoms and a mouse model and to estimate iodine concentrations (Fig. 3.7, Top). Specifically,
we examined the same mouse model as in the K-edge imaging section (Section 3.3.3). By utilizing
a greater number of CT values across various energy bands, which can more precisely track atten-
uation coefficients dependent on X-ray energy, we incorporated all six energy bands (23-33 keV,
33-50 keV, 50-60 keV, 60-75 keV, 75-90 keV, 90-100 keV) to improve the accuracy of concentration
estimates [46]. The energy band width was set to approximately 10-20 keV, taking into account
the detector energy resolution.

To generate an iodine concentration map for the mouse model, we categorized the pixels of
the CT images into three groups: iodine-dominant organ/tissue, soft tissue including adipose, and
bone (calcium), with typical CT values ranging from -70 to 70 HU for soft tissue, -400 to -200 HU
for adipose and 300 to 1000 HU for bone. Initially, we obtained the CT images of the mouse model
in the six energy bands. Subsequently, if the CT values obtained were lower than approximately
100 HU across all six energy bands, the corresponding voxel was deemed to represent soft tissue or
adipose because the maximum CT value of soft tissue is typically 100 HU. In such cases, the iodine
concentration map in the corresponding voxel was set to 0 mgl/mL.

On the contrary, voxels displaying CT values higher than those observed for soft tissue were
interpreted as potentially containing calcium or iodine-rich soft tissue/organs. We replaced the
mass attenuation coefficient of either iodine or calcium for the parameter p; g in Equation 3.2.
When fitting the obtained CT values of a voxel of interest with Equation 3.2, we selected a scenario
with a smaller J, allowing for an estimation of concentration as well as material identification only
after confirming the presence of iodine or calcium beyond doubt.

Ultimately, if a voxel primarily indicated the presence of iodine, we utilized the iodine con-
centration derived from Eq. 3.2 for the concentration map. Conversely, if a voxel predominantly
indicated the presence of calcium, we assigned it a zero iodine concentration (Fig. 3.8).

In addition, concentration mapping was performed by correcting iodine concentration values in
vivo in mice from the results obtained from the static phantom analysis (see next section 3.3.5).

3.3.5 Results and discussion of static phantom imaging

Here we present the results of CT imaging of static phantoms. First, CT images of the static
phantom are shown in Fig. 3.9. It can be seen that iodine has different CT values for each energy
band. Next, to verify the validity of the obtained CT images, the CT values of each iodine obtained
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Figure 3.8: Overview of concentration mapping. Left: CT image of mouse abdomen injected with
iodine contrast agent; CT images were produced in six energy bands. Right: iodine concentration
map using Eq. refeq:LSM. Not only iodine is highlighted, but even its concentration distribution
can be quantitatively shown [47].
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Figure 3.9: Measured CT images of the static phantom.

from the experiment are compared with the ideal values obtained by simulation. The following is
a description of how to create ideal values by simulation:

1. obtain mass attenuation coefficients (I, H20, Adipose, PMMA) from a database (XCOM from
NIST [100]), create numerical images, and obtain X-ray count maps using forward projection
and log transformation (Fig. 3.10).

2. assume the spectrum and the energy resolution of the detector and act on the X-ray count
map. The energy spectrum is assumed to be the characteristic X-ray of tungsten and contin-
uous X-ray due to bremsstrahlung. The energy resolution at each energy is calculated from
the previously measured value of 2! Am (~40%@59.5keV) and is applied to the count map
(Fig. 3.11).

3. compare the obtained simulated images with the experimentally obtained CT images (Fig. 3.12).

The results of the comparison of CT values between the ideal CT image obtained by the above
simulation and the CT image obtained by the measurement are represented in Fig. 3.13. The
Fig. 3.13 shows each CT value in the region where 2 mg/mL of iodine is present. The region
(region of interest, ROI) is set at 10 x 10 pixels. Here, the gray curve is the CT value calculated
using the mass attenuation coefficient obtained by XCOM in NIST [100], and the purple and
green dots are obtained from simulation; the purple dots are CT values calculated for each 1 keV,
and the green dots are CT values calculated for each energy band used in the experiment. The
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Figure 3.10: Simulation method (#1). Numerical images are obtained and then
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Figure 3.12: Simulation method (#3). Ideal CT
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Figure 3.13: Energy dependence of CT values for 2 mg/mL of iodine. Gray curves are ideal values
obtained from NIST XCOM. Purple and green plots are values obtained by simulation. The orange
plots are values obtained from measurements.

orange dots represent the measured values. The residuals between the simulations (green) and
the measurements (orange) are shown as pink dots at the bottom of the Fig. 3.13. From the
residuals, it can be confirmed that they generally agree within the margin of error. Similarly,
the residuals between the simulated and measured values for the other iodine concentrations (5,
10, and 15 mg/mL) show that they are generally in agreement within the margin of error for all
concentrations (Fig. 3.14).

Next, iodine concentration mapping of the static phantom was performed and the results are
shown in Fig. 3.15. Static phantoms equivalent to water and fat were inserted in the center
and 12 o’clock directions of the Fig. 3.15, respectively, but since they do not contain iodine, the
concentration map shows 0 mg/mL, which is correctly estimated as expected. On the other hand,
the estimated concentration of each iodine is compared with the ideal value of XCOM [100] to
evaluate the accuracy of the estimation. For the estimated iodine concentration map, a 10 X
10 pixel ROI was set at the iodine position for each concentration, and the mean and standard
deviation were calculated. The Fig. 3.16 shows this compared to the ideal value. The blue dots
are the concentrations obtained from the measured data. The iodine concentration estimated from
the simulated data is also shown as orange dots. The residuals at the bottom of the Fig. 3.16 show
that the simulated concentrations are consistent with the ideal values in the range 2-15 mg/mL.
The measured concentrations are also found to be roughly in agreement around 2-10 mg/mL. On
the other hand, the residuals at 15 mg/mL clearly deviate from the ideal values. Therefore, it is
necessary to consider a correction to correctly estimate the concentration of iodine contrast agent.

Here, we discuss the causes of the deterioration in the accuracy of concentration estimation at
high concentrations. PC-CT counts the number of incident X-rays, but miscounting occurs when
the frequency of incident X-rays events is high. For example, consider the case where two X-ray
events arrive almost simultaneously, as shown in the Fig. 3.17. That is, the first X-ray event arrives
100 ns after the start of observation, and the second arrives 70 ns after that. The first event can be
measured as one event without any problem, along with its wave height value (proportional to the
X-ray energy). However, the originally developed X-ray detector used in this study has a dead time
of approximately 250 ns, so no matter how many X-ray events arrive during that time, they cannot
be counted. Therefore, the second event is miscounted. This miscounting is more likely to occur at
higher X-ray irradiation rates (i.e., before the X-rays penetrate the subject). On the other hand,



3.3. CT IMAGING PERFORMANCE 29

1.25 ' Concentration (mg/mL)
Measured lodine: 2
1.00 F /Al  Measured lodine: 5
[ @ Measured lodine: 10
~ 0.75F @&/ Measured lodine: 15
=} L
© C
— 050
o C
> C
7 0.25F
& : ]
0.00f—==== R-=—==== @ “““‘E‘“ﬂ' """""""
-0.25F 3
—050F ., . oy
0 20 40 60 80 100 120

Photon energy (keV)

Figure 3.14: Residuals of measured and simulated CT values at various concentrations. The fact
that they are generally consistent at all concentrations indicates that the measurements were per-
formed correctly.

after the X-rays penetrate the subject, the rate is relatively low because the X-rays are attenuated.
In particular, when comparing the same material and thickness, the higher the concentration, the
greater the attenuation of the X-rays, and thus the lower the arrival rate. In other words, the
higher the concentration, the lower the X-ray count error after transmission through the subject.
The above can be expressed using a mathematical formula as follows. First, the calculation of the
amount of X-ray attenuation, which is performed in the first step to obtain a CT image, is shown
below:

1
Amount of attenuation = — log (I) (3.3)
0

where I is the X-ray count before the subject transmission and [ is the X-ray count after
the subject transmission. Next, assume a situation in which a sufficiently high-density subject
is to be imaged by CT. Let Ij r4eqi be the pre-transmission count under the ideal situation with
no miscounting, Io misscount be the pre-transmission count where miscounting occurs, Ir4eq be the
post-transmission count under the ideal situation with no miscounting, and I,,;sscount be the post-
transmission count where miscounting occurs, then Iy r4gear > Io,misscount a0d Itdear ~ Imisscount are
valid, so the attenuation is as in the following inequality:

. IOg IIdeal z . log Imisscount (34)

IO,Ideal IO,misscount
Thus, the higher the concentration, the lower the apparent concentration because the X-ray
attenuation is lower than the ideal value. Since this naturally affects concentration estimation, a
simple correction for concentration is made using the Power-Law model, in which the higher the

concentration, the lower the value. Here, fitting is performed by Power-Law for the relationship
between the measured and ideal values in Fig. Power-Law is expressed by the following equation:

=ax’+c (3.5)

where y is the value on the vertical axis, x is the value on the horizontal axis, and a, b, and
¢ are variables. The results of the fitting are as follows: a = 1.06 + 0.22, b = 0.94 £ 0.07, and
¢ = 0.12 £ 0.43. The fitting errors for each variable indicated that the fitting was sufficiently
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Figure 3.15: Iodine concentration map of the static phantoms.

accurate. Power-Law and these variables will be used to apply to the concentration estimation
results presented in the subsequent analysis of mice.

3.3.6 Time-series concentration map of in vivo

Following this, concentration maps were generated based on the six CT images acquired prior to
iodine injection, 30 minutes post-injection, and 2 hours post-injection, respectively. Figs. 3.18
and Fig. 3.19 exhibit the CT images utilizing X-ray events within the 23-100 keV energy band
(equivalent to conventional CT images), along with concentration maps and overlay images (i.e.,
CT images + concentration maps) of the abdomen and chest, respectively, at various time points
post-injection. These visual representations distinctly delineate temporal and spatial fluctuations
in iodine concentrations within the mouse model’s biological tissues or organs.

As depicted in the conventional-like CT images in Fig. 3.18, prior to iodine injection, the spine
and leg bones exhibit high CT values (approximately 1000 HU), while soft tissues and adipose
display CT values similar to water (approximately 0 HU). Remarkably, the CT images acquired 30
minutes and 2 hours after injection reveal significantly higher CT values in the bladder compared
to other areas (approximately 2700 HU in the bladder). In clinical X-ray CT systems utilizing
energy-integrating detectors, such elevated CT values in the bladder are commonly associated with
the administration of an iodine contrast agent, based on both pre-injection and post-injection CT
images. However, the concentration map allows one to conclude that the bladder enhancement
is due solely to the iodine contrast agent based solely on the post-injection images without the
pre-injection images. Furthermore, in Fig. 3.19, we could not distinguish iodine from bone in
conventional CT images acquired with a single energy band, but the concentration map clearly
shows iodine accumulation in the kidney. Our PC-CT system solved these drawing limitations by
utilizing multiple energy bands, allowing us to effectively distinguish various biological tissues.

From here, we show the average iodine concentration in each tissue in the obtained iodine con-
centration map. At 30 minutes after injection, the iodine accumulated in the bladder averaged
about 93.54+9.9 mgl/mL, but after 2 hours, it was found to have decreased to 67.4+7.9 mgl/mL.
Also, in the kidneys, the dose was 39.3+5.0 mgl/mL at 30 minutes after injection, but was approx-
imately 5 mgl/mL at 2 hours after injection. This trend aligns with the findings of K-edge imaging
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shown in Fig. 3.20. These results suggest that the iodine contrast agent was nearly completely
eliminated from the kidneys after an X-ray CT scan 2 hours after injection.

These results suggest that approximately 2 hours after the injection of iodine, the body cir-
culation has ended and iodine has finally accumulated in the bladder. These are coherent with
the previous clinical facts, so we can say that the CT imaging was performed correctly. On the
other hand, since the mouse model excreted urine between the two CT scans, it is possible that the
concentration in the bladder 2 hours after injection was lower than the concentration measured 30
minutes after injection. This calls for improved CT imaging protocols and to be performed quickly
before urine is excreted.

From here, the accuracy of the estimated iodine concentration was verified by calculating the
total mass of iodine injected based on the iodine concentration map. First, the iodine mass cor-
responding to an individual voxel was obtained by multiplying the estimated iodine concentration
of the voxel by its volume. The dimensions of one voxel in the concentration map were assumed
to be 1 mm x 1 mm X 1 mm. The masses of all iodine voxels in the mouse were then summed.
The results showed that at 30 minutes after injection, the total mass of iodine was 46.68 £ 0.18
mg, and at 2 hours after injection, the total mass was 37.85 4+ 0.16 mg. In addition, after concen-
tration correction by Power-Law (see section 3.3.5 for the reason for introducing the correction),
the total mass of each is as follows: 62 + 7 mg for 30 minutes after dosing and 52 + 6 mg for 2
hours after dosing. Referring to section 3.3.5, the concentration estimation using a static phantom
mimicking 2-15 mg/mL iodine contrast agent had an error of about 10%. Thus, the concentrations
were considered to be corrected with sufficient accuracy to account for the error in total mass in
CT imaging at each time in mice. On the other hand, when compared to the physical amount of
60 mg of iodine injected into the mice (calculated as 300 mgl/mL x 0.2 mL), the data measured
at 30 minutes were consistent within the error margin, but the total mass was estimated ~13%
lower in the data measured at 2 hours. This cannot be explained by uncertainty in concentration
estimation alone. This discrepancy may be due to the fact that the linear array detector covered
only the region from the lower neck to the tail of the mouse model (Fig. 3.20), excluding the area
containing the thyroid gland, a known iodine accumulation site. In other words, it is conceivable
that iodine may have accumulated in the thyroid gland in the CT scan performed 2 hours later,
and that the total mass of iodine injected was underestimated because of the unobserved portion
of the iodine mass. Alternatively, as noted above, it is possible that the iodine mass present in
the body during the measurement was reduced by urination. To reduce these uncertainties, we
mention again that it is essential to review the CT imaging protocol and improve the accuracy of
the system by minimizing the measurement time.

3.3.7 Three-dimensional concentration mapping of in vivo

As illustrated in Fig. 3.5, the installed X-ray linear array detector was oriented vertically, and the
mouse model was positioned with its head facing upwards. This setup enabled us to capture the
entire area from the tail to the lower neck in a single CT scanning utilizing all 64 channels of the
detector. Furthermore, iodine concentration maps were produced from the obtained CT images
within the all energy bands, as depicted in Fig. 3.20.

The center and right images of Fig. 3.20 display the concentration maps acquired 30 minutes
and 2 hours after injection of the iodine contrast agent. At 30 minutes after injection, iodine
enhancement was observed in the tail, bladder, and kidneys of the mouse model, but only in the
bladder at 2 hours after injection. Notably, iodine emphasis is absent in adipose tissue, soft tissue,
or bone.

3.4 Conclusion and future prospects

We developed a new PC-CT system and evaluated its imaging performance with respect to an
iodine-mimicking static phantom and an iodine contrast agent in vivo in mice. We employed not
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Figure 3.18: Left: Photograph of a mouse model administered anesthesia. Red line marks the
cross-sectional slice depicted in the concentration map, corresponding to area of the mouse model
abdomen where bladder is located. Right: Conventional-like CT images using X-ray events in
the 22-100 keV band, concentration maps, and their overlay images. From top to bottom, in
chronological order: before iodine contrast administration, 30 minutes after administration, and
2 hours after administration. It can be seen that iodine accumulates in the bladder after iodine
contrast agent injection [47].
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Figure 3.19: Photograph of mouse model and obtained various images. Notations are consistent
with Fig. 3.18 except for the red line, which corresponds to area of mouse model chest where
kidneys are located [47]. At 30 minutes after administration, there is an accumulation of iodine in
the kidney, which disappears after 2 hours.
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Figure 3.20: Left: Photograph of a mouse model before CT imaging, with the imaging area spanning
from the tail to the lower neck, captured using the 64-channel linear array. Center and right: three-
dimensional concentration maps observed from the mouse model, taken 30 minutes and 2 hours
after injection, respectively [47].

only CT images but also a new technique called concentration mapping to visualize the spatial
distribution of iodine.

In a static phantom, the CT values of measured and simulated CT images were evaluated in
comparison. The accuracy of concentration estimation was also evaluated, and a simple Power-Law
model was used to correct for concentration. This correction model was applied to the following
mouse model imaging results.

In the mouse model, CT imaging was performed 30 minutes and 2 hours after tail vein injection
of iodine contrast agent, and concentration mapping was performed. The results showed that the
concentration map at 30 minutes after showed contrast enhancement in the kidney and bladder,
while at 2 hours after, only the bladder showed iodine enhancement. Thus, a temporal change in
the spatial distribution of iodine contrast agent in the mouse body was observed. Although the
concentration maps facilitated visualization of iodine distribution and concentration, they did not
allow visualization of iodine contrast enhancement and concentration in the heart and aorta, the
major vascular pathways for iodine. This limitation was mainly due to the rapid blood flow in the
heart and aorta and the relatively low temporal resolution of the CT images in this study because
the scan time was approximately 25 minutes.

To enhance the time resolution of CT imaging and enable the visualization of contrast agents
flowing through the heart and aorta, we plan to upgrade the PC-CT system from its first-generation
scanning using a linear array detector system to third-generation scanning using a two-dimensional
array detector in the future. This upgrade is expected to reduce the imaging time from approx-
imately 25 minutes with the current system to around 3 minutes, facilitating in vivo dynamic
imaging. Additionally, we aim to demonstrate simultaneous in vivo discrimination by injecting
multiple contrast agents such as iodine and gadolinium. Such enhancements will establish a new
diagnostic system emphasizing different organs with distinct contrast agents.



Chapter 4

Sparse-view CT imaging using
photon-counting CT

4.1 Compressed sensing-based image reconstruction algorithm

In the previous chapter 3, imaging of static phantoms and iodine-treated mice was performed using
our originally developed photon-counting CT. From this chapter 4, sparse-view image reconstruc-
tion is performed using the measurement data obtained in the previous chapter 3.

In X-ray CT, the process of image reconstruction can be conceptualized as solving the linear
equation Ax = b for x. Here, x represents the vector of reconstructed images, A is the system
matrix representing the Radon transformation, and b is the vector of projection data acquired from
CT scanning. However, in scenarios where the number of projection data b is fewer than the size
of the reconstructed image x, the problem becomes an underdetermined ill-posed inverse problem,
a condition typical in sparse-view CT reconstruction. In such instances, compressive sensing (CS)
theory can be applied to reconstruct a cross-sectional image of the subject from sparsely sampled
projection data. The sparse-view reconstructed image x is obtained by minimizing the following
cost function J(x):

J(x) = [|Ax — bl|3 + Bl Wx]|1 (4.1)

where the first term represents the loss function, with [|-||2 denoting the L2-norm, indicating least-
squares error. The second term is the regularization term, with ||-||; representing the L1-norm.
The sparsifying transform W converts x into a sparse vector, and the hyperparameter g controls
the regularization strength. To achieve the optimal x that minimizes J(x), we used an iterative
reconstruction (IR) algorithm based on the majorization-minimization method proposed in our
previous study [101,102]. This is because J(x) cannot be solved analytically because it contains
absolute values in the second term, which are not differentiable. This proximity gradient algorithm
determines the optimal x by iteratively minimizing the surrogate function Q(x;x(k)) instead of
the cost function J(x). Here, consider the proximity operator to derive the surrogate function
Q(x; x(k)). The definition of the proximity operator can be expressed as

prox/,(v) £ argmin {f(X) + Sl - vH%} (4.2)

where, a denotes the Lipschitz constant and arg min denotes the set of optimal solutions x. Thus,
the proximity gradient algorithm follows using the proximity operator.

1 1
prox?V (x*) — —vL(x®)) = arg min {BU(X) + %HX —x®) 4 VL(X(k))@}
Qa (6

4.3
~ Sl = x® 4 L) B+ BT — M} -

= Q(xixM)

35
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where L(x) = |[Ax — b3, U(x) = ||[Wx||}. And M represents a low-pass filter that satisfies
W =1 - M and I represents the identity matrix. Here, we again define the surrogate function Q).

J
Qe x™M) = Tl = d(x®)[3 + 8|y - My (d(xM))].
j=1 (4.4)

d(x) = x4 - Lyx®) = x® - 2AT(Ax®) _ 1),
(0% (67

where x*) and M;(d(x(*))) denote the image x of the k-th iteration and the j-th pixel value
of Md(x(*), respectively. Furthermore, since Q(x;x*)) can be thought of as a translation by

M, (d(x®))) from the basic form of the proximity operator, the updated image x**1) can be
expressed as follows:
(k) i (k) (k) p
ax®) — 2 () - M) > 2
(k1) = s 5 4.5
X .
! d;(xM) + s d;(x®) — My (d(x*))) < e (4:3)

Here, dj(x(k)) represents the j-th pixel value of d(x(k)). In this experiment, the filter M was
applied as total variation (TV) as it was the first application of the sparse-view CT algorithm to
PC-CT images:

M(d(x®)) = d(x®)) - %VTV(X(’“)) (4.6)

Here, VTV(X(k)) denotes the TV-norm differential, including an infinitesimal quantity ¢ =
1.0 x 1074, and « is fixed at 1000.

With the above, M;(d(x(®))) and d;(x*)) are calculated at the update timing of the image, and
(k+1)

X; is iteratively updated according to the conditions. The end timing of updating was set to be
when the difference between the reconstructed image using the full projection and X§-k+1) becomes

sufficiently small (0.000001). In the next section, the image analysis procedure is described.

4.2 Image analysis procedures

In this study, the amount of projection data that could be downsampled while maintaining image
quality was investigated according to the following procedure. This involved several steps:

1. Determination of Hyperparameter /3 using Structural Similarity (SSIM) [103]:

e Application of the IR-based algorithm to the measured real projection data without
downsampling.

 Sweeping 3 from 1074 to 10! by one digit, generating CT images (referred to as IR-based
CT images).

e Comparison of the image quality of IR-based CT images at different g values with that
of CT images reconstructed by FBP for each energy band using the SSIM index.

2. Application of Sparse-view Image-Reconstruction Algorithm to Downsampled Projection Data:

e Downsampling of real projection data at regular intervals to simulate a sparse-view
situation.

o Downsampling ratios for the rod phantoms were 1/2, 1/4, 1/5, 1/8, 1/10, and 1/20.
That is, 100, 50, 40, 25, 20, and 10 projections. For the mouse model, downsampling
ratios were 1/2, 1/4, 1/6, and 1/8 (24, 12, 8, and 6 projections, respectively).
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Figure 4.1: Sinograms of CT imaging of static phantoms at various projection numbers. The
number of projections were thinned to be equally spaced.
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o Application of the sparse-view reconstruction algorithm to the downsampled projection
data to obtain sparse-view CT images with 5 fixed at the value determined previously.

3. Evaluation of Image Quality using SSIM:

o Evaluation of image quality using the SSIM index to determine the lower limit of the
downsampling ratio at which the image quality remains acceptable.

e Concentration maps are also evaluated with various downsampling ratio.

This comprehensive procedure allowed for the determination of an optimal downsampling ratio
while ensuring acceptable image quality, facilitating more efficient data acquisition and reconstruc-
tion in sparse-view CT imaging scenarios. Here is a supplemental explanation of procedure (1). In
general, cross-validation is used to determine the hyperparameter 3 in the analysis of sparse images.
However, this requires a huge amount of observational data to implement, which is impractical in
this study. Therefore, 8 selection was conducted according to the procedure shown above. The
index SSIM used in the § selection and the evaluation of image quality is defined as follows:

(2pzpy + C1) (200 + C2)

SSIM = ,
(13 + p + C)((0F + 0 + Co)

(4.7)

where 1 and o denote the mean value of the reconstructed image and standard deviation, respec-
tively. C'1 (= 0.01) and C2 (= 0.03) are constants introduced to avoid unstable SSIM indices when
the denominator approaches zero. SSIM takes values from 0 to 1, with higher values indicating
greater similarity between the two images. In this study, SSIM of 0.9 or higher is considered to be
one of the criteria for judgment.

In this study, the iterative sparse-view reconstruction process was executed until convergence,
ensuring the stability and accuracy of the reconstructed CT images. For the static phantoms,
the computation time for iterative reconstruction up to 3000 iterations varied depending on the
number of projections, ranging from a minimum of 20 seconds for 10 projections to a maximum of
210 seconds for 200 projections. Conversely, for the mouse model, the computation time remained
consistently low, taking less than 1 second for any number of projections up to 500 iterations. This
efficient computational performance highlights the feasibility of applying sparse-view reconstruction
techniques in practical CT imaging scenarios, even for complex subjects such as small animals.
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Figure 4.2: FBP-based and IR-based CT image of the static phantom with 200 projections in the
11.2-33.2 keV band. The f is varied and the image quality is evaluated by SSIM.

4.3 Results of static phantom imaging

4.3.1 [ selsction

In the left panel of Fig. 4.2, the results for the IR-based CT images are depicted, applying the
IR-based method within the energy band of 11.2-33.2 keV without downsampling the number
of projections (i.e., utilizing 200 projections). To determine the optimal hyperparameter [, the
Structural Similarity Index (SSIM) between the Filtered Back Projection (FBP)-based and IR-
based CT images was computed for each § value. Notably, 8 = 0.01 yielded the highest SSIM, as
indicated in the right panel of Fig. 4.3. This suggests that the image characteristics at § = 0.01
closely resemble those of the FBP-based CT image, indicating minimal degradation despite the
lack of downsampling in projection numbers.

Similar evaluations were conducted for CT images in other energy bands (i.e., 33.2-55.2,
55.2-65.0, 65.0, 75.0, 75.0-90.0, 90.0-120.0 keV), consistently yielding the highest SSIMs at 8 =
0.01. Thus, S was fixed at this value for all energy bands. However, it’s worth noting that the
SSIMs obtained with 8 = 0.01 (ranging from 0.63 to 0.75 for each energy band) may not be suffi-
ciently high to discern visual differences, as an SSIM 2> 0.90 is typically required to perceive images
as identical.

The lower SSIM indices could be attributed to the noise component in the projection data,
stemming from statistical fluctuations in X-ray photons. IR algorithms tend to mitigate noise and
smoothen images, resulting in reduced noise in IR-based CT images compared to FBP-based ones.
Consequently, the presence of image noise, leading to lower SSIM indices, is more prominent in
FBP-based CT images. These observations underscore the importance of considering such noise
effects when estimating the optimal 3 value.

4.3.2 Downsampling of projections

In Fig. 4.5, the results of sparse-view image reconstruction with different downsampling ratios are
presented. The sparse-view CT images and corresponding Structural Similarity Index (SSIM) values
in the energy band of 11.2-33.2 keV are illustrated. Each SSIM value was computed by comparing
the CT images reconstructed with and without downsampling, both at § = 0.01. Similar SSIM
values for other energy bands were also obtained and are summarized in Fig. 4.6.

As depicted in Fig. 4.6, the SSIM indices between CT images without downsampling and those
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Figure 4.3: SSIM obtained from IR-based CT images when FBP-based is used as the reference.
the best SSIM was obtained at 5=0.01.
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Figure 4.4: FBP-baed and IR-based CT images reconstructed from 200 projections of the phantoms
for each energy band. IR-based is shown when beta = 0.01, chosen in the beta selection.
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Figure 4.5: Sparse-view CT images of static phantoms from 11.2 to 33.2 keV. Various downsampling
ratios are shown, with SSIM based on 200 projections; at 10 projections, there is clear image
degradation.

with downsampling ratios of 1/10 or higher (i.e., 20, 25, 40, 50, and 100 projections) exceeded
~0.90 for the rod phantoms.

4.3.3 Concentration mapping

The iodine concentration maps were also computed, as depicted in Fig. 4.7. For detailed informa-
tion on the concentration estimation method, please refer to the literature [47]. The SSIM values
of the concentration maps were consistently =>0.90 for downsampling ratios of 1/10 or higher.
Moreover, the estimated iodine concentrations remained consistent with those obtained without
downsampling, as illustrated in Fig. 4.8. Therefore, a downsampling ratio of 1/10 (i.e., 20 projec-
tions) was deemed an acceptable lower limit in this experiment. This implies that image quality
was preserved even with a tenfold reduction in the number of projections compared to the original
setting. Consequently, reducing both imaging time and exposure dose to 1/10 is feasible.

4.4 Results of mouse model imaging

4.4.1 Downsampling of projections

As with the static phantom, image analysis of the mouse model was evaluated by SSIM for image
quality after selecting 8 according to the procedure outlined in Section 4.2. Interestingly, the largest
SSIM (i.e., the most similarity to FBP-based CT images) was obtained when 8 was 0.001, which was
different from the rod phantom (5 = 0.01). One possible factor is the complexity of the subject’s
structure. Since the mouse model is a living organism, its internal structure is complex, while the
static phantom has a relatively simple structure. In addition, beta is a parameter that adjusts the
smoothness of the updated image when reconstructing CT images, and the smaller the beta is, the
more easily the original structure is preserved. In other words, in the mouse model, if beta is made
too large, the in vivo structure is lost. Therefore, it can be assumed that the similarity in image
quality between the FBP-based CT image and the sparse-view image increases when the beta is
smaller than that of the static phantom. Each sparse-view CT image of the mouse abdomen was
obtained by sparse-view reconstruction of the down-sampled (24, 12, 8, 6 projections) projection
data with S fixed at 0.001 (Fig. 4.9). Subsequently, we calculated the SSIMs without downsampling
and with varying downsampling ratios for each energy band, as depicted in Fig. 4.9. Remarkably,
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Figure 4.6: Relationship between the SSIM and the number of projections in all energy bands. The

orange shaded area represents 0.9 < SSIM < 1.0, which generally means that image quality is
preserved in this range.
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Figure 4.7: Iodine concentration maps for various downsampling ratios. Also shown are SSIMs
based on 200 projections as well as CT images. The mean and standard deviation of each iodine
concentration in the red box was used for analysis.
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Figure 4.8: Estimated iodine concentrations in each projection compared to ideal concentrations.
The mean and standard deviation of the iodine concentration were obtained from the red square
box in each concentration map shown in the Fig. 4.7. The FBP results for the 200 projection are
also shown, and a comparison of these results shows that they are consistent.

the SSIMs of the CT images across all energy bands were consistently 20.90 with 12 projections or
more, as demonstrated in Fig. 4.10. Additionally, the SSIM of the iodine concentration map with
24 projections exceeded 20.90 (Fig. 4.11). As a result, the mouse model used in this experiment
has the potential to shorten the imaging time and reduce the radiation dose without compromising
image quality up to 24 projections (i.e., up to 1/2 of the original number of projections). Notably,
the mouse model’s more complex structure and smaller number of image pixels likely contributed
to differences in downsampling ratios compared to the rod phantoms.

4.5 Conclusion and future prospects

In this study, downsampling was performed on the projection data acquired by our originally
developed SiPM-based PC-CT system. A sparse-view reconstruction algorithm based on TV mini-
mization was applied to the sparse-sampled projection data, and the image quality of the resulting
sparse-view CT images was evaluated.

As in Chapter 3, a static rod phantom and a mouse model injected with iodine contrast agent
were used as subjects. The results showed that image quality was maintained even when the number
of projections was reduced by a factor of up to 10 for the static phantom and by a factor of up
to 2 for the mouse model. Thus, the sparse-view reconstruction algorithm used in this study was
effective for real projection data obtained from SiPM-based PC-CT and showed great potential for
reducing imaging time and radiation dose.

However, the first-generation linear array of SiPM-based detectors used in the study resulted
in considerably longer imaging times compared to current clinical CT systems, which typically
use third-generation technology. To address this challenge, efforts are underway to develop a two-
dimensional array of SiPM detectors. Additionally, plans include reducing the pixel size of the
detector to enhance spatial resolution from the current 1 x 1 mm? /pixel to 0.5 x 0.5 mm? /pixel.
Future work will report the results of the CS-based image-reconstruction algorithm using the newly
developed two-dimensional detector system. Moreover, comparisons will be made with CdTe and
CdZnTe detectors to assess the clinical feasibility of SIPM detectors.
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Figure 4.9: Sparse-view CT images of mouse abdomen reconstructed at various downsampling ratios
(23.2-33.2 keV). SSIM is based on 48 projections; below 8 projections it cannot be reconstructed
well and the abdominal structure appears to be collapsed.
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Figure 4.10: Relationship between SSIM and projection in all energy bands of the mouse model.
The orange shaded area represents 0.9 < SSIM < 1.0. The image quality degradation decays more
rapidly than static phantoms.
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Figure 4.11: Iodine concentration maps of mouse abdomen at various downsampling ratios; as with
CT images, SSIM is based on 48 projections.



Chapter 5

Conclusion and future prospects

5.1 Photon-counting CT

The study introduced a novel PC-CT system and explored its effectiveness in imaging iodine con-
trast agents using K-edge imaging and concentration mapping techniques. While successful in
revealing temporal changes in iodine distribution within certain organs like the kidneys and blad-
der, these methods faced challenges in visualizing iodine within the heart or aorta due to rapid blood
flow and limited time resolution. To address this, the researchers proposed upgrading to a third-
generation PC-CT system for faster imaging, enabling real-time visualization of contrast agents.
Moreover, they aim to demonstrate the system’s capability for simultaneous imaging with mul-
tiple contrast agents, which could revolutionize diagnostic imaging by emphasizing organ-specific
contrasts.

5.2 Sparse-view CT

Additionally, the study developed and applied a sparse-view reconstruction algorithm to sparsely
sampled projection data obtained from a SiPM-based PC-CT system. Using static rod phantoms
and a mouse model injected with an iodine contrast agent, the researchers found that image quality
remained high even with a significant reduction in the number of projections. This suggests that
the sparse-view reconstruction algorithm holds promise for achieving shorter imaging times and
reduced radiation doses, particularly in SiPM-based PC-CT systems. Overall, these findings offer
valuable insights into advancing CT imaging technology for more efficient and effective diagnostic
procedures.
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