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Abstract
The 320-detector row computed tomography (CT) system, i.e., the area detector CT (ADCT), can perform helical scanning

with detector configurations of 4-, 16-, 32-, 64-, 80-, 100-, and 160-detector rows for routine CT examinations. This

phantom study aimed to compare the quality of images obtained using helical scan mode with different detector config-

urations. The image quality was measured using modulation transfer function (MTF) and noise power spectrum (NPS). The

system performance function (SP), based on the pre-whitening theorem, was calculated as MTF2/NPS, and compared

between configurations. Five detector configurations, i.e., 0.5 9 16 mm (16 row), 0.5 9 64 mm (64 row), 0.5 9 80 mm (80

row), 0.5 9 100 mm (100 row), and 0.5 9 160 mm (160 row), were compared using a constant volume CT dose index

(CTDIvol) of 25 mGy, simulating the scan of an adult abdomen, and with a constant effective mAs value. The MTF was

measured using the wire method, and the NPS was measured from images of a 20-cm diameter phantom with uniform

content. The SP of 80-row configuration was the best, for the constant CTDIvol, followed by the 64-, 160-, 16-, and 100-row

configurations. The decrease in the rate of the 100- and 160-row configurations from the 80-row configuration was

approximately 30%. For the constant effective mAs, the SPs of the 100-row and 160-row configurations were significantly

lower, compared with the other three detector configurations. The 80- and 64-row configurations were adequate in cases

that required dose efficiency rather than scan speed.
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1 Introduction

Multi-detector-row computed tomography (MDCT) pro-

vides high-quality CT images with high-speed scanning. Its

effectiveness has been demonstrated in clinical studies

[1–5]. The maximum coverage of MDCT in the z-direction

is 160 mm with a 320- or 256-detector row CT. The

320-detector row CT system is effective for various diag-

nostic imaging owing to a wide coverage with fixed-

table scanning, particularly for cardiac CT [6, 7]. The

320-detector row CT is also designed to enable helical

scanning with detector configurations using 4-, 16-, 32-,

64-, 80-, 100-, and 160-detector rows for routine CT

examinations. When the same pitch factor is used, the

scanning speed of the MDCT increases with the detector

row number (beam width). However, the effect of detector

configuration on image quality is currently unknown;
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although helical scanning is routinely used in CT exami-

nation, even with a 320-detector row CT, the operator can

easily select one of the detector configurations while

planning the scan. To our knowledge, a comparison of

image quality while using different detector configurations

has not been previously reported.

This phantom study aimed to compare the quality of

images acquired during helical scans, with different

detector configurations using a 320-detector row CT (area

detector CT, ADCT). The images were evaluated using a

system performance (SP) function estimated from mea-

sured modulation transfer function (MTF) and noise power

spectrum (NPS).

2 Materials and methods

2.1 Detector configurations and scan conditions

We used an ADCT system (Aquilion One ViSION Edition;

Toshiba Medical, Otawara, Japan) that had the geometries

of a focus-isocenter distance of 600 mm, a focus-detector

distance of 1072 mm, and a maximum cone angle of 7.59�.
Five detector configurations, i.e., 0.5 9 16 mm (16 row),

0.5 9 64 mm (64 row), 0.5 9 80 mm (80 row), 0.5 9

100 mm (100 row), and 0.5 9 160 mm (160 row), were

compared. The scan field of view was set to 320 mm, and

the pitch factors for helical scans with a 16-, 64-, 80-, 100-,

and 160-row configurations were set to 0.938, 0.828, 0.813,

0.810, and 0.806, respectively, assuming an abdominal CT

examination for adults. All images were reconstructed with

a 200-mm display field of view and a FC13 reconstruction

kernel, using a reconstruction algorithm for routine helical

scan, TCOT which uses a modified Feldkamp algorithm

[8]. The nominal slice thicknesses were 1.0 and 5.0 mm.

Considering the dose guidance level for an adult abdomen

published by the International Atomic Energy Agency, the

volume CT dose index (CTDIvol) for the noise measure-

ment was set at 25 mGy [9]. While actually setting the scan

parameter, we took the phantom size into account, based on

the size-specific dose estimate (SSDE) reported by Amer-

ican Association of Physicists in Medicine (AAPM) Task

Group 204 [10]. The phantom used for noise evaluation

was the uniformity module, CTP 486, in Catphan 600

(Phantom Laboratory, Salem, NY, USA), which has an

outside diameter of 20 cm and a water-equivalent density.

Thus, the actual absorbed dose is significantly increased

and the noise is greatly reduced (underestimated) when the

scan parameters for the CTDIvol of 25 mGy are used. To

correct this, we used a conversion factor of 1.78 for the

20-cm diameter which was indicated in the SSDE report,

and set the target CTDIvol to 14 (& 25/1.78) mGy.

According to the CTDI measuring method stated in the

International Electrotechnical Commission (IEC) 60601-2-

44 [11], we measured CTDIvols for the five detector con-

figurations at a constant tube current—rotation time pro-

duct of 100 mAs and 120 kV. From the measured values,

the CTDIvol values per unit of mAs required to obtain the

target CTDIvol were determined. An acrylic cylindrical

CTDI phantom with a diameter of 32 cm and a Radcal

electrometer model 9010 (Radcal Corp., Monrovia, CA)

combined with a Radcal ionizing chamber model 10X5-

3CT (Radcal Corp.) were used.

The beam width in the z-direction is generally wider

than the full width of the detector, to prevent X-ray non-

uniformity caused by focal spot penumbra. The wider

beam, i.e., overbeaming, is the excess dose that is not used

during CT scanning. The CTDI is based on the radiation

dose profile in the acrylic cylindrical phantom, and thus,

the beam width strongly affects the CTDI value. The

greater the overbeaming, the greater the additional dose

involved in the CTDI measurement. Therefore, when a

constant CTDI is set for different detector widths with the

same pitch factor, mAs values were more affected by the

degree of overbeaming. Conversely, the effective mAs,

which is calculated by dividing mAs by the helical pitch

factor, is used to select the exposure dose level with

approximately the same image noise at different pitch

factors. Therefore, we performed another comparison with

a constant effective mAs to examine how image quality

was affected by the detector configuration, under condi-

tions expected to have the same image noise. The constant

effective mAs used in the current study was 185 mAs,

based on the mAs value corresponding to the constant

CTDIvol of 14 mGy using an 80-row detector.

2.2 Slice sensitivity profile and contrast
measurements

To perform fair in-plane image quality comparisons

between different detector configurations, it was important

to confirm that the slice sensitivity profiles (SSPs) and

object contrasts of the detector configurations tested were

identical. Therefore, they were preliminarily measured

using phantoms corresponding to the respective measure-

ments. SSPs were measured using phantoms with point

sources [12, 13]. A phantom with a 0.05-mm thickness and

1-mm diameter Tungsten microcoin, which is included in a

quality control phantom set (MHT; Kyoto Kagaku Co.,

Kyoto, Japan), for 1.0-mm slice image and a phantom with

a small lead bead with a 0.5-mm diameter (unknown model

name; Kagaku Co., Kyoto, Japan) for 5-mm slice images

were used. Each phantom was selected to obtain a suffi-

ciently high accuracy of SSP measurement with both, high
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CT values and correct responses, for each slice thickness.

The scan conditions for all detector configurations were the

same as those for the constant effective mAs because the

SSP is not affected by radiation dose. The CT images were

reconstructed with intervals of 0.1 mm, for the 1.0- and

5.0-mm slice thicknesses [12] to precisely detect the

response of the microcoin and bead. The average values of

the region of interest (ROI) placed at the point source were

recorded and plotted with respect to the table position of

each image after normalization, using the peak ROI value.

The resultant SSP was obtained by averaging five SSP

measurements. Figures 1 and 2 show the SSPs for 1.0- and

5.0-mm slice thicknesses. Full width at half maximum

(FWHM) values of the 1-mm slice for the 16-, 64-, 80-,

100-, and 160-row configuration were 1.09, 1.06, 1.07,

1.06, and 1.03 mm, respectively. The full width at tenth

maximum (FWTM) values were 1.86, 1.83, 1.84, 1.82, and

1.82 mm, respectively. The FWHM values of the 5-mm

slice were 4.99, 5.00, 4.96, 4.96, and 4.95 mm, respec-

tively, while the FWTM values were 5.77, 5.77, 5.80, 5.76,

and 5.74 mm, respectively. The five SSPs had almost

identical shapes for both 1.0- and 5.0-mm slice thicknesses,

though some waviness was observed in the results of 5-mm

slice thickness with 100- and 160-row configurations.

Since the waviness was nearly identically reproduced in the

five measurements, it was surmised that a sensitivity non-

uniformity through the detector rows affected the SSP

shapes.

The object contrast was measured using a low-contrast

module, CTP515, in Catphan600, which was scanned using

the same conditions as the constant effective mAs. Using

CT images reconstructed with the 5-mm slice thickness, the

CT value of a supra-slice target with 1.0% contrast

(DHounsfield unit, DHU = 10) and a diameter of 15 mm

was measured. The contrasts to background for the 16-,

64-, 80-, 100-, and 160-row configurations were also sim-

ilar (i.e., 10.46, 10.27, 10.16, 10.26, and 10.25 HU,

respectively). Therefore, we confirmed that fair image

quality comparisons were possible using MTF and NPS as

in-plane image quality indices.

2.3 MTF measurement

The MTF was measured using a wire phantom consisting

of thin copper wires with a 0.16-mm diameter enclosed in a

50-mm-diameter cylindrical acrylic case filled with water

[14, 15]. The scan conditions were same as those for the

constant effective mAs because MTF is not affected by the

radiation dose, similar to the SSP measurement. The

phantom was aligned such that the wire was precisely

perpendicular to the scan plane. The display field of view

was set to 50 mm to obtain a correct impulse response with

sufficient data points (i.e., a sufficiently small pixel pitch).

A sub-image with 256 9 256 pixels centered on the wire

was extracted from each wire CT image. Two-dimensional

(2D) Fourier transform of the sub-image was then per-

formed. The 2D result was then converted into a one-di-

mensional (1D) result using azimuthal averaging. Finally,

the result was divided by the magnitude obtained at zero

frequency to yield the MTF. We obtained 50 images with

1.0-mm slice thickness for each detector configuration and

calculated the average MTF.

2.4 NPS measurement

NPSs were measured from CT images using the uniformity

module, CTP 486, in Catphan 600 scanned with 14 mGy

(the constant CTDIvol) and 185 mAs (the constant effective

Fig. 1 Slice sensitivity profiles of a nominal slice thickness of 1.0-

mm for the five detector configurations: 0.5 9 16 mm (16 row), 0.5 9

64 mm (64 row), 0.5 9 80 mm (80 row), 0.5 9 100 mm (100 row),

and 0.5 9 160 mm (160 row)

Fig. 2 Slice sensitivity profiles of a nominal slice thickness of 5.0-

mm for the five detector configurations
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mAs). We obtained 100 images for each detector config-

uration from a single scan for 1-mm slice thickness and five

scans for 5-mm slice thickness, and then averaged the NPS

values. For the NPS calculation, an established method

using 2D Fourier transform was employed [16–18]. The

ROI size was set to 128 9 128 pixels at the center of

image. In addition, we measured the standard deviations

(SD) as a simple noise index from images used for the NPS

measurement for each detector configuration with the

constant CTDIvol. A region of interest (ROI) with 40 9 40

pixels was centrically placed on the image, and the average

SD value was obtained from images for each detector

configuration.

2.5 SP function

The contrast-to-noise ratio (CNR) has been used as an

index of low-contrast detectability, which can be expressed

as follows: (ROIM - ROIB)/SDB, where ROIM and ROIB
are CT values measured on a low-contrast object and

background regions of interest, respectively, and the SDB is

the standard deviation of the background. However, the

CNR is limited as it cannot be used to compare between

images with different spatial resolution properties because

the SD is simple pixel variance and does not evaluate the

spatial frequency components in the noise. If the spatial

resolution properties are different between the images

obtained using different detector configurations, CNR is no

longer a suitable index for comparing image qualities.

Therefore, we measured SP as a function of spatial fre-

quency, u, expressed as follows:

SP2ðuÞ ¼ MTF2ðuÞ=NPSðuÞ: ð1Þ

This function is included in the pre-whitening signal-to-

noise ratio (SNRPW) calculated using the following

equation:

SNR2
PWðuÞ ¼

Z
S2ðuÞ �MTF2ðuÞ

NPSðuÞ du; ð2Þ

where S(u) denotes a spectrum of signal to be detected

[19]. This metric was also used to evaluate the detectability

index of an iterative reconstruction CT image [20]. SNRPW

provides a figure of merit that incorporates the signal

spectrum, S(u), and SP, MTF2(u)/NPS(u), and can also be

considered the weighted sum of MTF2(u)/NPS(u) with

S2(u) [19]. Therefore, SP(u) can be treated as an index of

the inherent performance of the imaging system, based on

the pre-whitening operation that cancels out the effect of

the spatial resolution of each system [21]. Thus, by using

SP, one can compare the performances of different systems

as a function of spatial frequency, which relates to the

detectability, without being affected by the spatial resolu-

tion difference.

3 Results

3.1 MTF

Figure 3 shows the MTF measurements using the five

detector configurations. The frequencies of 50/10% MTF

for the 16-, 64-, 80-, 100-, and 160-row configurations were

0.34/0.78, 0.33/0.78, 0.33/0.78, 0.33/0.78, and 0.32/0.78

cycles/mm, respectively. The 160-row configuration pre-

sented slightly lower values in the low-frequency region

compared with the other detector configurations, which

produced mostly identical MTFs.

3.2 SP function

Figures 4 and 5 show the SP(u) results for the constant

CTDIvol and effective mAs, respectively. When comparing

the same CTDIvol and effective mAs, the SP(u) curves of

the five detector configurations were mostly parallel, while

the relative relations between the five detector configura-

tions were different. For the constant CTDIvol with both

1.0- and 5.0-mm slice thicknesses, the 80-row configura-

tion was the best, followed by the 64-, 160-, 16-, and

100-row configurations. The decrease rates from the

80-row with 1.0-/5.0-mm slice thicknesses at 0.1 cycles/

mm were 11/15, 22/33, 26/34, and 33/37%, and those at 0.5

cycles/mm were 10/12, 23/21, 28/29, and 34/33%,

respectively. For the constant effective mAs with both 1.0-

and 5.0-mm slice thicknesses, the five detector configura-

tions were divided into two groups: one with the 16-, 64-,

and 80-row configurations and the other with the 100- and

160-row configurations. The lower group with the 100- and

160-row configurations showed approximately 30%

reduced SP compared with the higher group at both 0.1 and

0.5 cycles/mm.

Fig. 3 Modulation transfer functions for the five detector

configurations
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Since we confirmed sufficient reproducibility of the NPS

measurement using 100 images and MTF measurement

using 50 images in the preliminary investigation (SD less

than 1% for NPS and 2% for MTF), we did not indicate the

SD values or error bars in graphs in the SP results.

The SD values for the simple noise evaluation of 1-mm/

5-mm slice thicknesses for the 16-, 64-, 80-, 100-, and

160-row configurations with the constant CTDIvol were

10.9/5.6, 9.5/4.9, 9.2/4.7, 11.1/5.7, and 10.1/5.2 HU,

respectively.

4 Discussion

The maximum differences in the SP2 between the five

detector configurations were approximately 30% for both

1.0- and 5.0-mm slice thicknesses. These results should be

considered during CT examinations, since the reported

disagreement between nominal and measured CTDIvol
values is\ 5% [22].

Although we performed comparisons using the constant

CTDIvol and effective mAs, the comparison using the

constant CTDIvol was consistent with dose management in

clinical CT examinations. It is known that SP2 is propor-

tional to the exposure dose to detector [19]. Thus, the

relative SP2 between the detector configurations can be

treated like the relative sensitivity to radiation dose, and

one can adjust the dose, referring to the SP2 values.

Most of reconstruction kernels for adult abdominal CT

have roll-off frequency properties, and the high spatial

frequency components in the image are suppressed in such

kernels [23]. Thus, it could be considered that SP values in

the low frequency were important for the comparison.

From our results, the MTF of the five detector configura-

tions was almost the same, and the resultant SP2 curves

were almost parallel; thereby, a reasonably accurate com-

parison was possible between the detector configurations

because the frequency balance was not changed by the

change in detector configuration. Furthermore, this prop-

erty was observed in both 1- and 5-mm slice thicknesses,

and the order of SP was the same between the two slice

Fig. 4 Graph showing the

system performance function

SP(u) with a constant CTDIvol
of 14 mGy for a 1.0-mm slice

thickness and b 5.0-mm slice

thickness

Fig. 5 Graph showing

SP(u) with a constant effective

mAs of 185 mAs for a 1.0-mm

slice thickness and b 5.0-mm

slice thickness
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thicknesses. Therefore, our results indicated that the

80-row configuration was the best selection, while the

64-row configuration can be almost equally used, with an

approximate 10% reduction in the SP compared to the

80-row configuration. However, the 100- and 160-row

configurations with faster scan speeds might be required in

some cases to prevent motion artifacts. In such cases, the

160-row configuration is more useful because of its better

SP compared with the 100-row configuration. For obtain-

ing image qualities equal to the 80-row configuration using

the 100- and 160-row configurations, it can be estimated

that an approximately 40% dose increase would be

required.

In general, overbeaming was greater when using a nar-

rower detector configuration [24] and the SP(u) under a

constant CTDI tended to become lower for such narrow

detector configurations because greater overbeaming

decreased the dose efficiency. However, according to our

results, the 100- and 160-row configurations indicated

approximately 35 and 30% reductions in SP compared with

the 80-row, respectively, which was similar to the

approximately 30% reduction in SP with the 16-row

configuration.

This phenomenon can be understood by referring to the

results of the comparison with the constant effective mAs. In

this comparison, the 100- and 160-row configurations pre-

sented significantly lower SPs compared with the other three

detector configurations. Under the constant effective mAs,

nearly equal exposures for one helical rotation were given to

all detector configurations. Thus, almost equal SPs were

expected if the detector configuration (full beamwidth) does

not affect SP. However, the 100- and 160-row configurations

did not present equal SPs. Although we suspected that this

could be attributed to the degradation of image quality

caused by software scatter radiation corrections imple-

mented for the 100- and 160-row configurations, it was very

challenging to demonstrate this at a user level. However, it

was considered that the SP degradations with the 100- and

160-row configurations shown in the results with the con-

stant effective mAs appeared to relate to the low SPs of the

two configurations for the constant CTDIvol. For examining

the reason of the degradations, SP comparisons using a non-

helical scan might be effective. However, there is no estab-

lished method (apparatus) to precisely measure SSP of the

non-helicalmode ofCTwithmulti-detector rows. Therefore,

since it was suspected that the SSPs were different between

the detector configurations (especially between narrow and

wide detector full widths) due to the Feldkamp algorithm, a

fair SP comparison for non-helical scan was difficult without

measuring the precise SSPs.

The full detector widths of recent 64-row MDCT sys-

tems can be classified into three widths, 32 (0.5 9 64), 38.4

(0.6 9 64), and 40.0 (0.625 9 64) mm, which are all used

with 2D anti-scatter grids. In contrast, high-end MDCT

systems with full detector widths of more than 40 mm

(e.g., 0.625 9 128 = 80 mm, 0.6 9 96 = 57.6 mm, or

0.625 9 256 = 160 mm) are equipped with 3D anti-scatter

grids, which have higher anti-scatter performances.

Therefore, the elimination of more aggressive scatter

radiation using the advanced anti-scatter grid might be

effective for improving SPs from the 100- and 160-row

configurations.

A few limitations of the current study must be noted.

The methods used to measure the CTDIvol were not from

the latest edition (Ed. 3.0: 2009) of the IEC60601-2-44 [9].

Thus, the 50-mm beam width CTDIvols for the 100-row

configuration and 80-mm for the 160-row were underesti-

mated by approximately 3 and 4%, respectively, according

to the IEC60601 2-44 Ed. 3.1: 2012 [25]. The results of the

16-, 64-, and 80-row configurations were thought to be

adequate because their beam widths were less than or equal

to 40 mm, which did not require consideration regarding

the wide beam problem. Given that the CTDIvols of the

100- and 160-row configurations were underestimated, the

SP2 values were overestimated by approximately 3 and 4%,

respectively, because the NPS is known to be inversely

proportional to radiation dose. Therefore, this did not affect

our conclusion that the 100- and 160-row configurations

caused the degradation of the SP under constant CTDI; this

tendency would be emphasized by the CTDIvol measure-

ment in the new edition of the IEC60601-2-44. We mea-

sured the NPS using the uniformity module in Catphan

600, which had a diameter of 200 mm. Though we cor-

rected the CTDIvol using the conversion factor corre-

sponding to the 20-cm diameter indicated in the SSDE

report, beam hardening and scatter fraction remained

uncorrected. Therefore, more practical comparisons using a

water phantom with a 30-cm diameter should be conducted

to evaluate the effect of detector configuration.

5 Conclusion

We compared the image qualities of five detector config-

urations for an ADCT helical scan using the SP function,

SP2(u), calculated by MTF2(u)/NPS(u). Among the five

detector configurations, the SP of 80-row configuration was

the best, followed by the 64-, 160-, 16-, and 100-row

configurations, respectively. Compared with the 80-row

configuration, the 100- and 160-row configurations had

decrease rates of approximately 30%. The results indicated

that the 80- and 64-row configurations were adequate in

cases where the dose efficiency was more important than

the scan speed.
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