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Abstract

Vacancy-induced spin-polarized in semiconductors has attracted scientific interests be-

cause the applications for spintronics devices. The formation of cation vacancies play im-

portant roles of the spontaneous spin-polarization and this is found to raise high-

temperature ferromagnetism. We systematically study spin-polarized cation vacancies in 
wurtzite structure of wide-gap semiconductors, i.e. II-VI (BeO, ZnO, ZnS, CdS) and III-V 

(BN, AlN, GaN and GaP) by using first-principles calculations based on the density 
functional theory. We introduce a single vacancy in 128-atoms of wurtzite supercell and 
find that the spin-polarized C3v symmetry are the most stable. Two (three) majority spin 

electrons occupy the defect E (E and A1) levels inducing the magnetic moment 2 �B (3 � B) 
in the case of II-VI (III-V) semiconductors. At the four-anions sites, the spin densities are 

local-ized and the spin-polarization energies are large in the semiconductors consist of first-

row anions (oxygen and nitrogen) due to small atomic radii of oxygen and nitrogen anions. 
We examine the probability of lowering symmetries distortion from C3v to Cs symmetries 
and find that the pairing or depairing distortion occurs. This e�ect induces split of E level 
and reduces the spin multiplicity. The energies of symmetry lowering are higher than the 
spin-polarized state, and thus the most stable structures are spin-polarized C3v symmetry.
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Chapter 1

Introduction

1.1 Spintronics

Integrated circuits (or chips) are building block electronic devices that con-

tain a large amount of semiconductor-based transistors. The quality of the

transistor materials plays an important role in enhancing the physical prop-

erties. Over the last decades, silicon chips are the most popular to use

in transistors based on semiconductors because these materials can work

in high-temperature operations and can downsize into several nanometers

[1, 2]. However, these materials have been reaching their fundamental

limit.

The solution for the above materials is by upgrading the functionality.

The materials are added with the degrees of freedom of the electron spin:

by the combination of two fundamental properties of electrons (spin and

charge), which is now the technology called spin electronics (spintron-

ics). Development of the spintronics materials are expected to increase the

function of classic photonic and electronic devices. It can be used for the

detection of spin-polarized carriers and transport. Because these materials

have multifunctionality, it can be improved overall device performance,

for example, by integrating electronic (charge-related) and magnetic (spin-

related) operations on single devices. The early generation of spintronics

(magnetoelectronics) devices has a bottleneck [3, 4]. In principle, the data

is stored in metal-based magnetic devices �rst, and then it is processed in
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Chapter 1 – Introduction

semiconductor-based electronic devices that can be increased the cost of

time and energy. Integrating both functionalities in one system is expected

to increase the speed and energy-e� cient. The alternative is used materials

with combine ferromagnetic and semiconducting in one system.

1.2 Dilute Magnetic Semiconductors

Ferromagnetism and semiconducting are observed to coexist in some ma-

terials. Since the discovery of ferromagnetism in semiconductors, much

e� ort has been concerned to use dilute magnetic semiconductors (DMS)

materials [5, 6, 7]. These materials combine the functionality of semicon-

ductors and ferromagnets and thus can be applied for spintronics devices.

Figure 1.1 shows the schematic representation of conventional semicon-

ductor and DMS materials. It has been suggested that DMS materials

improve the novel properties for nonvolatile memories, decreased power

consumption, increased the processing speed of the devices, and possibly

smaller structures [8]. A key of issue is the development of DMS materials

which is using the spin-polarized carriers. Hence, one primary goal in the

research of DMS materials is to develop magnetic semiconductor above

room temperature. The understanding of physical properties of these ma-

terials is necessary.

DMS materials have two main classes: (1) DMS based impurity and (2)

DMS based vacancy [5, 9, 10]. In the case of impurity-DMS, the semicon-

ductor materials are doped with magnetic atoms that included or f atomic

orbitals. In general, the impurity atoms are located on substitutional and/or

interstitial sites of the semiconductor host. DMS based on the impurity

is one of the promising candidates for implementation in spintronics de-

vices. However, these materials are found that have below room tempera-

ture magnetism [11, 12, 13].

Recently, the most attention of vacancy-induced magnetism of DMS

materials has been focused on wide-gaps semiconductors. The discovery

vacancy-induced ferromagnetism in thin �lm of HfO2 have much atten-

12



Chapter 1 – Introduction

Figure 1.1: Schematic representation of conventional semiconductor and dilute magnetic
semiconductor. The arrows represent the domain with orientated spin-polarization.

tion because these materials is one of the wide-gap semiconductors and is

observed that have high-temperature of magnetism (400 K) [14, 15, 16].

The magnetism behavior possibly due to the presence of the small concen-

tration of intrinsic point defects in thin �lm of HfO2 [17, 18, 19]. This

phenomenon leads to the new generation of magnetism without the local-

ized d or f atomic orbitals. It classi�es asd0 ferromagnetism, which is

commonly found in semiconductors.

Thed0 ferromagnetism is also found in various undoped of wide-gaps

semiconductors, i.e, nitrides (AlN [20], BN [21], and GaN [22]) and oxides

(TiO2 [18], SnO2 [23], ZnO [24, 25], CuO [26] and MgO [27]). Madhu et

al. [22] was observed the room-temperature ferromagnetism (390 K) in the

bulk of GaN. The magnetism is caused by intrinsic defects such as Ga va-

cancy in GaN �lms. By spin-polarized positron annihilation spectroscopy

(SP-PAS), Maekawa et al. [28] was observed that the ferromagnetism oc-

curs at 300 K in GaN �lm due to Ga vacancies. When the temperature

reaches 30 K, the ferromagnetism vanish in GaN case. In the case of GaP,

the experimental study by using Electron Paramagnetic Resonance (EPR)

at 20 K was found that Ga vacancy reveals spin S= 3
2 [29]. This magnetism

behavior indicates that the spontaneous spin electrons appear at room tem-
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Chapter 1 – Introduction

peratures in the case of III-V semiconductors. Therefore, study the mech-

anism of spontaneous spin polarization in the III-V semiconductors are

necessary.

The experimental study by using SP-PAS was observed that vacancy-

induced ferromagnetism is also found in the oxides case such as ZnO [30].

Zn vacancies are suggested to introduce the magnetism in bulk ZnO. The

magnetization increases in the high temperature and decreases when reach

100 K. It indicates that the Curie temperature is higher than room tempera-

ture in the case of Zn vacancy in ZnO [31]. Several investigations of mag-

netism in oxides propose that the unpaired atoms near vacancies induce the

spin polarization [32]. As result, ZnO posses the high-spin state with S=1,

which is related to the neutral Zn vacancy [33]. Those conditions have

been predicted by using electron paramagnetic resonance [34]. Other II-VI

semiconductors (ZnS [35] and CdS [36]) was also observed and predicted

that the cation vacancies cause magnetism in low-temperature. Therefore,

study the mechanism of spin-polarized in II-VI semiconductors can be im-

proved our understanding.

1.3 Density Functional Theory in DMS Material

Theoretical calculations based on density functional theory (DFT) have

been increased to study the mechanism of atomic structures. The study of

spin-polarized within the framework of DFT are powerfully used to ana-

lyze vacancy-induced magnetism in semiconductors. Spin-polarized DFT

can be described the magnetism of itinerant electrons in solid state materi-

als.

By DFT calculations, El�mov et al. [37] study CaO bulk and �nd that

the magnetism due to strong interaction in the atoms near vacancies of Ca.

First-principles calculation of electronic structure on TiO2 [38] and HfO2

[17] are showed that isolated cation vacancies induce the formation of the

high-spin state as the ground state. It also predicts in other materials such

as V2O5 [10], BeO [39], ZnS [40], ZnSe [41], ZnTe [41], GaN [33, 42, 43],

14



Chapter 1 – Introduction

GaP [33], AlN [33], and BN [22]. On those systems, cation vacancies are

theoretically predicted to cause spontaneous polarization. The atomic spin

polarization are strongest and localized for �rst row anions like N or O

[33, 44]. The atoms near vacancies is predicted to formsp-hybridization

electronic state and the magnetism is inducedd0 system without localized

d or f atomic orbitals. Therefore, it is important to study the mechanism of

vacancy-induced spin-polarization in wide-gap semiconductors based on

�rst-principles calculations.

1.4 Purpose of Study

It has been recognized that the cation vacancy in II-VI and III-V semicon-

ductors cause spontaneous spin-polarization. Theoretical calculation based

on DFT is reliable e� ect to study these mechanism. In this work, we fo-

cus on semiconductors-based cation vacancy systems aiming the detailed

description of their structural and magnetic properties. We systematically

study the spin-polarized cation vacancies in wide-gap of wurtzite structure

semiconductors, i.e, II-VI (BeO, ZnO, ZnS, CdS) and III-V (BN, AlN,

GaN, and GaP). The �rst goal is to understand the mechanism of spin-

polarized cation vacancies in II-VI and III-V semiconductors where inves-

tigation of the stable structure and ground states are necessary. The ground

states are a� ected by the stability of geometries and the origin of the large

spin density is due to the physical properties of atoms near-vacancies sites.

The stable spin state is also necessary to study. We study the chemical

trend of anions because the high transition temperature is found for oxides

and nitrides. We �nd that the most stable structures in a single vacancy of

wurtzite structures are spin-polarized and areC3v symmetry. In the case

of II-VI semiconductors, the defect E level is occupied and unoccupied

by the majority and minority spin electrons cause the magnetic moment is

2 � B. The magnetic moment is 3� B in the case of III-V semiconductors

due to the fact that the defect E and A1 level are occupied (unoccupied) by

majority (minority) spin electrons.
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We next examine the possibility of the symmetry lowering in a single

vacancy of wurtzite structures which reduces the spin multiplicity. The

geometries structure in the wurtzite supercell with a single cation vacancy

are reduced from the high symmetry C3v to the lower symmetry Cs. The

energy gain induce by the symmetry lowering is small, therefore the most

stable structure is spin polarized C3v.

1.5 Outline of Dissertation

This dissertation consists of �ve chapters. This PhD thesis partly follows

an article-based style in which it includes complete manuscripts which

have been published by the author (as presented in the Research Achieve-

ments). The background of this research is introduced in Chapter 1. In

Chapter 2, we explain the basic concepts of �rst-principles calculations

based on density functional theory. Chapter 3 presents the subject of our

result and discussion of the study cation vacancies in wurtzite supercell. In

chapter 4, we discuss the e� ect of symmetry lowering which reduces the

spin multiplicity. Finally, in Chapter 5, we give our concluding remarks.

We introduce the character table of the symmetry in Appendix A. We

explain and simplify the model of the wavefunctions of four-anions dan-

gling bonds in Appendix B.
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Chapter 2

Theoretical Background

In this chapter, we explain a brief overview of the concept density func-

tional theory (DFT). First, we give a brief explanation of the basic concept

of DFT in Section 2.1. We describe spin-polarized calculations within the

framework of DFT in Section 2.3. In Section 2.4, we use group theory rep-

resentation to analyze the localized state of band structures at somek-point

of �rst Brillouin zone (FBZ). Next we explain the application of DFT in

Section 2.5.

2.1 Density Functional Theory (DFT)

One of the most popular calculation methods in solid-state physics and

quantum chemistry are density functional theory (DFT). This calculation

method describes the interaction electron system in the form of electron

density. DFT calculation requires less computational cost and good accu-

racy compared with the Hartree-Fock. The idea of DFT is based on the

two theorem from Hohenberg-Kohn[45].

2.1.1 Hohenberg-Kohn Theorems

The idea of Hohenberg-Kohn (HK) can be assumed as two functional the-

orem. The �rst theorem as follow:

Theorem 1. The ground state of electron density n0(r) for any system of

17



Chapter 2 – Theoretical Background

interacting particles in some external potential Vext(r) determines this po-

tential unique functional.

Proof. The �rst theorem can be proved byreductio ad absurdum. Let as-

sume that two system of electrons have di� erent external potential:V1(r )

andV2(r ) in which lead to the same ground-state electron densityn0(r ).

The two external potentials (V1(r ) andV2(r )) have two di� erent Hamilto-

nian (Ĥ1 andĤ2 ) and also have two di� erent ground state wavefunctions

( 1 and 2). Hypotetically, the two wavefunctions ( 1 and 2) have the

same ground-state electron densityn0(r ) but di� erent ground state of en-

ergy. Since 2 belong toĤ2 and it does not related witĥH1, it follow that:

E1 = h 1jĤ1j 1i < h 2jĤ1j 2i : (2.1)

The last term in 2.1 can be written as

h 2jĤ1j 2i = h 2jĤ2j 2i +h 2jĤ1 � Ĥ2j 2i = E2+
Z

d3r [V1(r ) � V2(r )] n0(r )

(2.2)

then we can obtain

E1 < E2 + d3r [V1(r ) � V2(r )] n0(r ); (2.3)

We can �nd forE2 by using the similar expresion Eq.2.3, as follow:

E2 < E1 + d3r [V1(r ) � V2(r )] n0(r ); (2.4)

If we add the Eq.2.3 and 2.4, this summation obtain inconsistencyE1+E2 <

E1 + E2. This inequality shows that it is impossible to have two di� erent

external potential inducing the same non-degenerate ground-state charge

density and thus the theorem is proved byreductio ad absurdum. �

The second theorem of Hohenberg-Kohn is explained as:

Theorem 2. For any particular Vext(r), a universal functional occur for

the total energy functional E[n] that its global minimum value provides the
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Chapter 2 – Theoretical Background

exact ground state energy of the system, and the density n(r) that minimizes

the functional is the exact ground state density n0(r).

Proof. All properties can be indenti�ed as a functionaln(r ); include the

total energy functional, therefore the Hohenberg-Kohn energy functional

can be written as[45]

EHK[n] = T[n] + EII + Eint[n] +
Z

Vext(r )n(r )d3r; (2.5)

whereT[n] is kinetic energy,EII is interaction energy of nuclei, andEint[n]

is potential energy of the interacting system. SinceT[n] andEint[n] are the

same for all systems, we obtain to be the universal functionalF [n], it can

be written as

EHK[n] = F[n] + EII +
Z

Vext(r )n(r )d3r; (2.6)

The system is considered with the ground state densityn1(r ) coressponding

to external potentialV1(r ), which is given by

E1 = EHK[n1] = h 1jĤ1j 1i : (2.7)

For the di� erent densityn2(r ) corresponding to a di� erent wavefucntion

 2, we get

E2 = h 2jĤ1j 2i : (2.8)

It follows that the energyE2 is larger thanE1, since

h 1jĤ1j 1i < h 2jĤ1j 2i : (2.9)

We can minimize the energyE2 with correspond to electron densityn(r )

and express the total energy as a function of electron density until gain the

ground state energy. The ground-state of the system is the minimal value of

EHK[n]. However, the problem still remains thatEHK[n] is unknown. �
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2.1.2 Kohn-Sham Equation

The Kohn-Sham (KS) equation belong to the fundamental concept of DFT.

The KS uses the HK theorem which is already explained in the previous

section. The total energy of the system depends on the electron density of

the system in the case of KS equation. The statement is expressed as

E = E [n(r )] : (2.10)

The basic idea is from the mapping of interaction of the electrons sys-

tem in to an auxiliary system of a non-interacting electrons with the same

ground-state of electron densityn(r ). The ground-state of electron density

is represented as the sum of all electron orbitals for the system of non-

interacting electrons, it can be expressed as follow

n(r ) =
MX

i

j' i(r )j2; (2.11)

wherei runs from 1 to M/2 if we consider double occupacy of all states.

The electron varies by changing the trial wavefunction of the system. The

whole system is ground state if the electron density belong to the minimum

energy. We can �nd the ground state density and energy by solving KS

equation. This calculation has depended on the accuracy of the exchange

and correlation interaction.

By introducing the e� ective potential (the external potential, Coulomb

interaction between electrons, and the exchange-correlation interactions),

the interaction-electron case replaces with the non-interaction electron case

in the KS approach. Hence, the KS equation for the ground state can be

expressed as[46]

EKS[n] = Ts[n] + EH[n] + EXC[n] +
Z

Vext(r )n(r )d3r; (2.12)

whereTs[n] is the kinetic energy of non-interaction electrons and is ex-
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pressed as

Ts[n] =
X

i

Z  
�

~2

2m
r 2

!
 �

i (r ) i(r )dr : (2.13)

The second term is Hartree energyEH which consist of the electrostatic

interaction:

EH[n] =
e2

2

Z
n(r )n(r' )
jr � r' j

drdr' : (2.14)

As the explanation above, we can group the exchange and correlation inter-

actions into the exchange-correlation energyEXC. We can �nd the ground

state electron density and the ground state of total energy by usingEXC.

Kohn-Sham equation based on the many-body Schrödinger equation

can be obtained by applying variational theorem of the energy functional

EKS with respect to the wavefunctions. The equation can be written as
 
�

~2

2m
r 2 + Ve f f(r )

!
 i(r ) = " i i(r ): (2.15)

The Kohn-Sham equation is de�ned by a local e� ective potentialVe f f in

which the non-interacting particles move. The e� ective potential then can

be write as[46]

Ve f f(r ) = Vext(r ) + VXC(r ) + VH(r ); (2.16)

with

VH(r ) =
e2

2

Z
n(r' )

jr � r' j
dr' : (2.17)

The kinetik energy is given by

T[n(r )] =
X

i

" i �
Z

Ve f fn(r )dr : (2.18)

The total energy of the KS equation is given by

EKS[n] =
X

i

" i + EXC[n] +
1
2

"
n(r )n(r' )
jr � r' j

drdr' �
Z

Ve f f(r )n(r )d3r

(2.19)

Since the Hartree term andVxc depend onn(r ), which is depend on i,
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Start

Initial guessn0(r )

Calculate e� ective potentialVe f f(r )

Solve KS equation
�
� ~2

2mr 2 + Ve f f(r )
�
	 i(r ) = � i 	 i(r )

Calculate electron densityn(r ) =
P

i j	 i(r )j2

Self-consistent? n(r )=n0(r )

Output quantities: Energy, forces, stresses,...

Stop

yes

no

Figure 2.1: Scheme of self-consistent calculation of Kohn-Sham equations.
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the KS equation should be solved in an interative self-consistent way. The

iterative procedure is drawn as �ow chart in Fig. 2.1.

2.2 Exchange and Correlation Functional

The KS equation cannot be solved since the exact functionalEXC[n] is

still unknown. Hence, he accuracy of exchange-correlation energyEXC[n]

(or potentialVXC(r) functional) is needed to describe the solid-state sys-

tem. The most use forVXC(r) are Local Density Approximation (LDA)

[47, 48] and Generalized Gradient Approximation (GGA) [49]; The LDA

functional is based on the approximation on homogeneous electron gas

(HEG) and the GGA functional expand the functional by adding the gradi-

ent term. We can write the exchange correlation of LDA functionalVLDA
XC

as:

VLDA
XC = " XC(n(r )) + n(r )

@"XC(n(r ))
@n(r )

: (2.20)

We can express the GGA functionals for exchange-correlation potential as:

VLDA
XC = " XC(n(r )) + n(r )

@"XC(n(r ))
@n(r )

� r
 
n(r )

@"XC(n(r ))
@r n(r )

!
: (2.21)

The Kohn-Sham equation then can be solved self-consistently as shown in

the �gure 2.1. Our calculation is focused by using GGA.

2.3 Spin-Polarized Calculations

We here adopted the spin-polarization calculations from several materi-

als [50, 51, 52]. Barth and Hedin[50] were calculated the spin-polarized

case by extension the DFT. As the description above, the DFT calculates

the non-spin polarized (non-magnetic) systems. In principle, the magnetic

system can be applied to �rst-principles calculations based on density func-

tional theory: the spin polarization induce to magnetization densitym(r) ,

since the magnetization is functionalm [n(r )] of ground state charge den-

sity n(r ). We explain the upaired electrons by understanding the electronic
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state. On the case of non-spin polarized, the spatial orbitals	 (r) are re-

stricted to be the same for opposite spins. On the other hand, Up and down

spins in each electron pair have di� erent spatial orbitals (spin-up	 " (r) and

spin-down	 #(r)) and energies, as shown in Fig. 2.2.

Figure 2.2: Schematic representation of non-spin polarized (upper-part) and spin-
polarized (lower-part).

We calculate the spin density as:

n(r) = n#(r) � n" (r) =
N"X

i=1

���	 "
i (r)

���2 �
N#X

i=1

���	 #
i (r)

���2: (2.22)

The total density is calculated as:

n(r) = n#(r) + n" (r) =
N"X

i=1

���	 "
i (r)

���2 +
N#X

i=1

���	 #
i (r)

���2: (2.23)

Because the magnetization density is functionalm [n(r )] of ground state

charge densityn(r ), we calculate the moment magnetic as:

m(r) = � B
�
n" (r) � n#(r)

�
: (2.24)
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2.4 Group Theory Representation in Band Structure

The group theory is used to understand the irreducible representation of oc-

cupied state on the several band structure at somek-point of �rst Brillouin

zone. In our calculations, we use the �nite size of supercell and �nd that

the band dispersion of defect level arises arti�cially. When the structure

becomes lower symmetry, the band splits and analyze the occupied state of

the splits band are necessary. We here explain the theoretical background

of group theory.

The symmetry operation̂Ri is expressed as:

R̂i = f�̂ i j~� ig; (2.25)

where�̂ i is rotation and~� i is fractional translation. The Bloch wavefunc-

tion, 	 k
i (~r), is de�ned as[53][54]

	 k
i (~r) =

1
p

NV
ei~k:~r

X

n

c j( ~Gn)ei ~Gn:~r ; (2.26)

where ~Gn is a reciprocal lattice vector and~k is a wave vector in the �rst

Brillouin zone. c j( ~Gn) is a coe� cient and the band indexj is in the as-

cending order of energy. The total number and volume of each unit cell

representsN andV, respectively. The irreducible representations of wave-

functions are determined by evaluating the following expression:

Q� =
1
l

X

i

� � (~Ri)� h	 j~Ri j	 i ; (2.27)

wherel is the order of the group and� � (~Ri) is the character of the irre-

ducible representation of� andi runs over the symmetry operations of the

k group. The wavefunctions belong to (do not belong) the� th irreducible

representation whenQ� = 1(Q� = 0). By using 2.26 and 2.27, the equation

is written as:

Q� =
X

i

´� � (~Ri)�
X

n

c j( ~Gn)c j(�̂ i ~Gn � ~́Gn)� � e(� i(�̂ i ~Gn� ~́Gn):~� i); (2.28)
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where~k satis�es�̂ i~k = ~k� ~́Gi for a given reciprocal lattice vectoŕ~Gi ( ~́Gi = 0

when thek point is inside the �rst Brillouin zone). The irreducible ray

representations character is given by:

´� � (R̂i) = e(i~k:~� i)� � (R̂i): (2.29)

The irreducible representations in the most cases belong to those of the

conventional irreducible representation of the point groups. In here, we use

the Mulliken symbol to express these representations. However, insome

exceptional cases, the irreducible ray representations do not belong to un-

conventional irreducible representations as mentioned in the paper[55, 56,

57, 58]. We implement this method in the �rst-principles calculation PHASE/0

code[59], and the irreducible representation in the band structure then can

be identi�ed directly from the result of DFT calculations.

2.5 Calculation Methods

We explain the basis of the DFT in the previous section. DFT can be

applied to calculate the lattice constant, band structure, density of state

and so on. We here present the application of the DFT in the crystal and

supercell systems.

2.5.1 Lattice Constant Optimization

The lattice constant optimization is required in the DFT calculations. We

optimize the lattice constant and atomic position of the wurtzite structure.

Wurtzite have four atoms per hexagonal unit cell. The unit vectors are

~a = (1
2;

p
3

2 ; 0)a, ~b = (1
2; �

p
3

2 ; 0)a, and~c = (0;0; c), wherea and c are

the wurtzite lattice constant. The position of the two cation atoms are

(1
3; 2

3; 0) and (23; 1
3; 1

2) and the position for two anion atoms are (1
3; 2

3; u) and

(2
3; 1

3; 1
2 + u), whereu is internal parameter. The ideal wurtzite have the

value ofu is 3
8 and c

a = 1p
u
.
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The equilibrium geometry of the wurtzite is obtained by �rst using ideal

wurtzite geometry parameter and vary the lattice constanta to get the equi-

librium of a. We next keep the last lattice constanta and internal parameter

u is ideal and vary thec/a ratio to get the new optimizec/a value. We once

again vary the lattice constanta with the newc/a to determine new equilib-

rium of the lattice constanta. We last vary the internal parameteru by keep

the value ofa andc/a ratio. Tabel 2.1 and Fig.2.3 shows the optimized lat-

tice constants for pristine wurtzite structures of BN, AlN, GaN, GaP, BeO,

ZnO, ZnS and CdS, in which wurtzite structure is C6v symmetry.

Table 2.1: Optimized geometries and lattice constants of pristine wurtzite. The units of
the bond angles (� x) and bond lengths (rx) are degree and amstrong (Å), respectively.
TheEg is direct gap semiconductors where both the minimum conduction and maximum
valence bands are located at the� point within the units is eV.
Systems a (Å) c (Å) c/a u � 1 � 2 r1 r2 r3 Eg

BN 2.559 4.239 1.657 0.378 109.8 109.1 1.570 1.588 2.559 5.33

AlN 3.145 5.029 1.599 0.382 108.1 110.8 1.910 1.912 3.145 3.89

GaN 3.144 5.119 1.629 0.377 109.6 109.8 1.921 1.931 3.144 2.67

GaP 3.842 6.335 1.649 0.381 109.7 109.2 2.357 2.369 3.842 1.56

BeO 2.718 4.389 1.615 0.380 108.8 110.1 1.658 1.660 2.718 7.32

ZnO 3.305 5.285 1.599 0.383 108.2 110.7 2.009 2.016 3.305 0.65

ZnS 3.909 6.349 1.624 0.379 109.2 109.8 2.398 2.390 3.910 1.93

CdS 4.332 6.745 1.557 0.384 107.2 111.7 2.618 2.600 4.332 0.98

We carry out �rst-principles calculations based on the density functional

theory for the above methods. We use the �rst-principles calculation of

PHASE/0 code[59], where ultrasoft pseudopotentials and plane waves are

used. The generalized gradient approximation [49] is used as exchange-

correlation functionals. We use the 15� 15 � 15 of k-points mesh and the

optimized geometries is under the condition that the atomic forces are less

than 0.005 eVÅ� 1. The cuto� energies of the wavefunctions is 25 Rydberg

and charge density is 225 Rydberg.

2.5.2 A Single Vacancy in Wurtzite Supercell

Fig.2.4 and Table2.2 show the geometry optimized of single cation vacancy

in the 128-atoms of wurtzite supercell of BN, AlN, GaN, GaP, BeO, ZnO,
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r4

r3

r2

r1

r3

� 1

� 2

Figure 2.3: Atomic structure of pristine wurtzite supercell C6v symmetry (upper part). In
unitcell case, the atomic distances (r1, r2 and r3 ) and bond angles (� 1 and� 2) are de�ned
(down part) and these values are tabulated in Table 2.1.

Table 2.2: Optimized geometries of single cation vacancy. The parameters: atomic dis-
tances (ra and rb) and bond angles (� ) are de�ned in Figure 2.4. The average value of the
three bond angles of the �rst anion represents� in Fig. 2.4.

Systems � � ra (Å) rb (Å)

VBe in BeO 115.2 116.6 3.022 2.971

VZn in ZnO 116.0 116.7 3.647 3.588

VZn in ZnS 109.5 110.5 3.944 3.890

VCd in CdS 112.4 113.1 4.560 4.293

VB in BN 114.1 114.1 2.798 2.822

VAl in AlN 116.1 117.4 3.509 3.444

VGa in GaN 115.0 115.0 3.434 3.431

VGa in GaP 107.6 107.4 3.595 3.653

ZnS and CdS. We use the cut o� energies (cuto� energies of the wave-

functions and charge density) which is the same as optimized geometries

of unitcell. For calculation in the supercell, we decrease thek-points and
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use the 3� 3 � 3 of k-points mesh. We check the geometry stability by

increasing thek-points until 7� 7 � 7 of mesh and �nd that the optimized

of bond angles and bond lengths are well convergence. The study of ge-

ometry stability in cation vacancies are discussed in the next section. We

use the atomic forces as the same as optimized geometries of unitcell.

We analyze the wavefunctions at the� point at the �rst Brillouin zone of

the supercell and clarify the irreducible representations of the defect levels.

We use a projection operator method to identify the irreducible representa-

tions of the defect levels, which was described in previous papers[55, 56,

57, 58].

1
2

3

4

1 3

4

�

v

v

a

b

Zn
O

2

r

r
Figure 2.4: Atomic structure of single cation vacancy in the 128-atoms of wurtzite super-
cell (upper part). The atomic distances of anion-anion, ra and rb, and bond angles,� , are
de�ned (dow part) and these values are tabulated in Table 2.2.
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Spin-Polarized Cation Vacancy in

Semiconductors

In this chapter, we study the electronic properties of single cation vacancy

of wurtzite supercell. We examine the stability of geometries structures

in the supercell due to increasing ofk-point. We also discuss the atomic

structure of single cation vacancy of wurtzite 128-atoms supercell by con-

sidering the bond lengths and bond angles of the atoms near vacancies. We

clarify the most stable of the geometry structures at the ground state. We

use the group theory to analyze the band structure at the somek-point in

First Brillouin zone.

3.1 Convergence of supercell

We observe the convergence of supercell by calculating the spin polariza-

tion energy in 128, 256 and 512 atoms of supercell (Table 3.1). We �nd

that the system is well converge. The atomic distance between anions (ra

andrb) near vacancies have found slightly di� erent when the system be-

come large (512 atoms). The spin polarization energy� Ep is found well

convergence.
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Table 3.1: Convergence of supercell in GaN and ZnO. The parameters: atomic distances
(ra and rb) and spin polarization energy (� Ep)

.

System Supercell ra rb � Ep (eV)

VGa in GaN
128 3.434 3.431 0.481

256 3.443 3.440 0.481

512 3.451 3.444 0.470

VZn in ZnO
128 3.647 3.588 0.043

256 3.647 3.592 0.036

512 3.648 3.617 0.035

3.2 Geometries Stability

We study the geometry stability of a single cation vacancy due to increas-

ing thek-point mesh in which the supercell size is constant (128-atoms),

as shown in Table 3.2. We here use severalk-point mesh and study the

geometry stability of a single cation vacancies GaN. After the convergence

atomic force is less than 5� 10� 3eVÅ � 1, we �nd that the value of the sta-

bility of geometries are close each other: the optimized of bond angles (� )

and atomic distance (ra andrb) are well convergence, as Table 3.2 shows.

Since the bond angles and bond lengths have adjacent values, we here use

3� 3� 3 k-point mesh due to reducing the computational cost. We conclude

that geometry is found to be stable when thek-point gradually increased

and the vary of these values are very small.

Table 3.2: Geometry stability of GaN and ZnO in the severalk-point. The parameters:
atomic distances (ra and rb) and bond angles (� ) are de�ned in Figure 2.4

System Kpoint mesh � ra rb

VGa in GaN

3 � 3 � 3 114.97 3.434 3.431

4 � 4 � 4 114.95 3.436 3.437

5 � 5 � 5 114.96 3.441 3.439

7 � 7 � 7 114.96 3.442 3.434

VZn in ZnO
3 � 3 � 3 116.10 3.647 3.588

7 � 7 � 7 116.48 3.648 3.617
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3.3 Cation Vacancies in II-VI Semiconductors

The �rst discussion is the cation vacancies in II-VI semiconductors, where

in this calculations we use oxides (BeO and ZNO) and sul�des (ZnS and

CdS) semiconductors, respectively. In the case of oxide semiconductors

(ZnO and BeO), we �nd that the most stable structures are C3v symmetry

and are spin polarized. The density of states (DOS) in Fig. 3.1 shows the

defect A1 level of the minority spin is located just below the Fermi level on

the case of BeO. Unoccupied state of the defect E level of the minority spin

is located above the Fermi level; we identify the irreducible representations

of the above mentioned level by analyzing the wavefunctions at the� point

in the supercell. We �nd that the calculated of magnetic moment is 2� B

since the defect E level occupy by only majority spin electrons. We note

that the defect level in DOS is somewhat broad, which due to by the fact

that the �nite size of the supercell, then the band dispertion of the defect

level appears arti�cially. The dispertion becomes small when using a large

supercell.

We �nd that the magnetic moment is 1.71� B in the case of single cation

vacancy of ZnO 128-atoms supercell. The non-integer value is originated

due to the �nite dispersions of the defect A1 and E levels as the DOS in

Fig 3.1 shows. By using substantially large supercell (512-atoms), the

magnetic moment is close to the integer (2� B) because the defect level

becomes narrower. We study the wurtzite 256- and 512-atoms supercell

and �nd that the magnetic moments are 1.84� B and 1.99� B for 256- and

512-atoms, respectively, which is close to the integer value. The defect E

level in ZnO is found to be narrower as in the DOS Fig.3.2. In the other

theoretical calculations, the non-integer values of the magnetic moments

were also achieved.[60].

We �nd that the atomic distance of oxygen-oxygen in ZnO case ra and

rb (Fig. 2.4) is 10.3% and 10.1% larger than the ideal value (the value in

the pristine crystal as seen in Table 2.1), respectively, and this is due to the

outward relaxations of the four oxygen atoms. ra is 11.2% and rb is 10.1%
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Figure 3.1: DOS and PDOS for the 1st and 4th atoms near cation vacancy in the case of
BeO (upper part) and ZnO (lower part) which are de�ned in Figure 2.4. The Fermi level
represents vertical grey line.

larger than the ideal distance of BeO (Table 2.2). At the near four oxygen

atoms, the bond angles become larger than thesp3 hybridization angle

(109:5� ) as Table 2.2 shows; The bond angles� (� ) are 115:2� (116:6� ) for

BeO and 116:0� (116:7� ) for ZnO, where the� and� are the bond angle of

the fourth anion and the average value of the three bond angles of the �rst

anion, respectively (The locations of atoms for the �rst and fourth anions
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Figure 3.2: DOS of the single vacancy in ZnO 128-atoms supercell (upper part) and 512-
atoms supercell (lower part). The Fermi level represents vertical grey line.

are expressed in Fig. 2.4).

We analyze the optimized of geometry structure in large supercell of

ZnO in which the structure is C3v. We �nd that the bond angles and atomic

distances are slightly change in the large supercell: the bond angles,� (� ),

are 116.2(116.9) and 116.0(117.0) for 256- and 512-atoms, respectively.

These bond angles are found to be larger than thatsp3 hybridization angle.
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Table 3.3: Optimized geometries of single cation vacancy in 256- and 512-atoms supercell
of ZnO. The parameters: atomic distances (ra and rb) and bond angles (� ) are de�ned in
Figure 2.4. The average value of the three bond angles of the �rst anion represents� in
Fig. 2.4.

Systems � � ra (Å) rb (Å)

256 116.2 116.9 3.647 3.592

512 116.0 117.0 3.661 3.617

Be

O

Zn

O

Figure 3.3: Spin densities: VBe in BeO (upper part) and (b)VZn in ZnO (lower part). We
set isovalues to be� 10� 3 electron/Å3 and set its with cyan colors.

At the near four oxygen atoms in ZnO and BeO, the spin densities are

found to be localized and mainly consist of the oxygenp-orbitals and small

s-component, as Figs. 3.1 and 3.3 shows. The smalls-component can be
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identi�ed by analyzing the partial density of states (PDOS); the smalls-

component is found at the defect E level of the minority spin (Fig.3.1). In

fact, the smalls-component is due to the bond angles of the near oxygen

atoms is substantially larger than thesp3 bond angle (109:5� ).

We next study cation vacancies in sul�de semiconductors (ZnS and

CdS). We �nd that the stable structures are spin polarized C3v symme-

tries as in the case of oxides. The calculate magnetic moments are 1.66

� B (1.95� B) for ZnS (CdS). The non-integer values are also found in this

case because the �nite dispersion of the defect A1 and E levels as in the

case of oxide (ZnO). In the past study, the non-integer values are also

found[40, 41, 61].

We �nd that at the near four sulfur atoms in sul�des the bond angles

are close to thesp3 bond angle, as Table 2.2 shows. The bond angles�

(� ) of ZnS are 109:5� (110:5� ) and in the case of CdS are 112:4� (113:1� ).

The bond angles is close to thesp3 bond angle due to the fact that the

outward relaxation of the four sulfur atoms near vacancies are small. This

e� ect to the small atomic distance of sulfur-sulfur: the atomic distance, ra

(rb), in ZnS is 1.1% (1.0%) larger than the ideal distance. Meanchile, the

atomic distance of sulfur-sulfur in CdS, ra (rb), is 5.3% (2.3%) larger than

the value of the ideal value (Table 2.2).

The spin density on the sul�des semiconductors is localized at four near

sulfur and contain mores-components since the bond angles are close to

the sp3 one, as shown in Fig.3.5. This is contrast with the oxides case

that thes-components is small. We �nd that the defect E level occupy by

majority spin electrons contain larges-component. As Figure of PDOS

(Fig.3.4), the minority spin electrons of the defect E level have a large

s-component than those in the case of oxides. The origin of the larges-

component is due to the bond angles of the near sulfur atoms are close to

thesp3 bond angle.

The spin polarization energy (� Ep) is evaluated by measuring the en-

ergy of the non-magnetic state from the energy of the spin-polarized state
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Figure 3.4: DOS and PDOS for the 1st and 4th atoms near cation vacancy in the case of
BeO (upper part) and ZnO (lower part) which are de�ned in Figure 2.4. The Fermi level
represents vertical grey line.

Table 3.4:� Ep (eV) is spin polarization energy andm (� B) is the total magnetic moment
for single cation vacancies in II-VI semiconductors.

Systems � Ep (eV) m (� B)

VBe in BeO 0.35 2.00

VZn in ZnO 0.04 1.71

VZn in ZnS < 0:01 1.66

VCd in CdS < 0:01 1.95
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Zn

S

Cd

S

Figure 3.5: Spin densities: VZn in ZnS (upper part) and VCd in CdS (lower part). We set
the isovalues to be� 10� 3 electron/Å3 and set its with cyan colors.

(Table 3.4). We �nd that the calculation result of the� Ep to be large in

the case of oxides; the energy is 0.35 eV (0.04 eV) for BeO (ZnO), respec-

tively. In contrast, the� Ep of the sul�des are found to be small; the energy

� Ep are very small for ZnS and CdS, respectively, as Table 3.4 shows. We

expect that the spin polarization energies,� Ep, are large in the case of ox-

ides because the atomic radii of oxygen is much smaller than that of sulfur

since the spin density is localized at the near four cation atoms. The small

energies are also found in previous studies[33, 44]. Hence, the oxides are
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good candidates for vacancy-induces spin-polarization materials.

3.4 Cation Vacancies in III-V Semiconductors

We next study cation vacancies in III-V semiconductors where the nitrides

(BN, AlN, and GaN) and phosphides (GaP) semiconductors are examined.

We �rst analyze nitrides semiconductors and �nd that the most stable struc-

tures are spin polarized C3v. In the case of nitrides, we �nd that the mag-

netic moment is 3� B: The defect E and A1 levels are occupied (unoccu-

pied) by three majority (minority) spin electrons as the DOS in Fig. 3.6

show; The E level splits into two peaks in the DOS. This is due to the ar-

ti�cial band dispersion of the supercell model; i.e., the E level is doubly

degenerated at the� point but splits into two at generalk-points. These

results are in sharp contrast with the results for II-VI semiconductors; The

minority and majority spin electrons are occupied the defect A1 level and

the magnetic moment is 2� B in the case of II-VI semiconductors.

In the four nitrogen atoms near vacancies, the outward relaxations oc-

cur. As a result, the nitrogen-nitrogen distances, ra and rb of BN (AlN) is

9.4% and 9.2% (11.6% and 11.1%) larger than the ideal distance of pris-

tine wurtzite, we compare this bond lengths with ideal value as in Table

2.1 shows. We also �nd that the atomic distances in the case of GaN ra and

rb are 9.2% and 9.4% larger than the ideal crystal, respectively (Table 2.1).

In the nitrides case, at the four nitrogen atoms near the vacancies the bond

angles are close to thesp2 hybridization bond angle as is seen in Table

2.2: The bond angles� (� ) are 114:1� (114:1� ), 116:1� (117:4� ) and 115:0�

(115:0� ) for BN, AlN, and GaN, respectively, as in Table2.2 shows.

We analyze the spin density and �nd that at the near four nitrogen atoms

is localized, as is shown in Fig.�These spin densities are mainly consist

of the p-orbitals of the nitrogen atoms and the small contributions of the

s-orbitals from atoms near cation vacancies as is seen in Figs.3.7. The

small contribution ofs-orbitals is due to the fact that the defect E and

A1 levels occupied (unoccupied) by majority (minority) spin containsp-
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orbitals and thes-component is small. The defect E and A1 levels show

small s-components in Fig.3.6 of PDOS. In fact, the smalls-components

of the atoms near vacancies are due to the fact that the bond angles of the

four near nitrogen atoms are substantially larger than thesp3 bond angle

(109:5� ).

We here also study the phosphide semiconductors (GaP). We compare

phosphide and nitride semiconductors; we clarify the energetical stability

of atom near cation vacancies in the two cases. First, GaP is formed in zinc

blende structure[29] and recently the new study of GaP was observed that

the wurtzite structure is achieved in the case of nanowires[62]. Since our

purpose is to study the chemical trend for the anions in III-V semiconduc-

tors, the study of the bulk wurtzite GaP in is necessary. We also �nd that

the stable structure for cation vacancy in GaP is spin polarized state and

the magnetic moment is found to be the same as those in nitride semicon-

ductors. The moment magnetic moment in cation vacancy GaP is found

to be 3� B; by three majority (minority) spin electrons occupy the defect E

and A1 levels, as the Fig. 3.8 indicates. We observe the geometry structure

and �nd that the bond angle� (� ) is 107:6� (107:4� ) for GaP and is thus

close to thesp3 bond angle (109:5� ) due to the fact small relaxation of the

near four phosphorus atoms (Table2.2). The bond angle in GaP is close

to thesp3 bond angle because the outward relaxation is small and thus the

atomic distance, ra (rb), is only 1.7% (5.5%) larger than the ideal crystal of

GaP.

We �nd that the spin density is localized at the four phosphide atoms

near vacancies (Fig. 3.8). As the above mentioned, the bond angle in GaP

is close to thesp3 bond angle that makes the spin density contains more

s-component compared to the case of nitrides (Figs.3.7 and 3.8). The spin

density contains mores-component due to the fact that the defect E and A1

levels contain mores-components than those of nitrides. We con�rm that

the spin density in GaP contain mores-components; The defect E and A1

levels of the minority spin contain larges-components as the PDOS (Fig.
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3.8) shows. The larges-component because the bond angles of the atoms

near vacancies are close tosp3 bond angle.

Table 3.5:� Ep (eV) is spin polarization energy andm (� B) is the total magnetic moment
for single cation vacancies in III-V semiconductors.

Systems � Ep (eV) m (� B)

VB in BN 0.19 3.00

VAl in AlN 0.83 3.00

VGa in GaN 0.48 3.00

VGa in GaP < 0:01 3.00

We next evaluate the spin polarization energies (� Ep ) of cation vacan-

cies in nitrides and phospides. First, in nitride case, the energies for BN,

AlN, and GaN are 0.19 eV, 0.83 eV and 0.48 eV, respectively. In the con-

trary, the small value of spin polarization energy is found in GaP case.

We have analyzed the spin density of nitrides and phosphides in above

mentioned. Since the spin densities are localized at the near four anions,

we �nd that the large values of spin polarization energies in nitrides are ex-

pected due to the fact that the nitrogen atom has a smaller atomic radii. The

phosphorus atom have substantially large atomic radii than nitrogen and

thus the spin polarization energy is found to be smaller than nitrides case.

In previous study [33, 44], the spin polarization energy in GaP is smaller

than GaN case. We conclude that the spin polarized state of the cation va-

cancy is stable in nitrides. In a previous section, we also concluded that the

cation vacancy is stable in oxides. These conclusions are consistent with

experimental results that high-temperature ferromagnetisms are found in

cation vacancies of oxides and nitrides[24, 25, 22, 28, 30, 21].
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Figure 3.6: DOS and PDOS for the 1st and 4th of nitrogen atoms in the case of BN, AlN,
and GaN (upper, middle, and lower part, respectively) which are de�ned in Figure 2.4.
The Fermi level represents vertical grey line.
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Figure 3.7: Spin densities: VB in BN, VAl in AlN, and VGa in GaN. We set the isovalues
to be� 10� 3 electron/Å3 and set its with cyan colors.
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Figure 3.8: DOS and PDOS for the 1st and 4th of phosphorus atoms in the case of GaP
(upper part) and spin densities (lower part). We set the isovalues to be� 10� 3 electron/Å3

and set its with cyan colors.
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Chapter 4

E� ect of Symmetry Lowering

We have clari�ed that the spin-polarized state are the most stable and the

symmetry is C3v, particularly, for cation vacancies in oxides and nitrides

cases. The defect E level split when the symmetry of C3v is lowered and

thus the magnetic moments are expected to decrease. In the previous study,

the Jahn-Teller distortion occurs in neutral single vacancy of group-IV

(silicon)[64, 65, 66]. The energy of Td level is occupied by two major-

ity electron and the a1 level is occupied by majority (minority) electron.

Due to Jahn-Teller distortion, triply degenerate Td level split into e and b2
levels and majority (minority) spin is occupied. Therefore study of lower-

ing symmetry in II-VI and III-V is necessary. In this chapter, we brief the

e� ect of symmetry lowering in the wurtzite structures.

4.1 E� ect of Symmetry Lowering in II-VI Semiconduc-

tors

We �rst study the possibility of the occurrence of the symmetry lowering

in case of oxides. We �nd that In the case ZnO the stable structure is C3v

geometry and the defect E level is occupied by two majority spin electrons

and thus the spin state is triplet (S=1). We �nd that the Jahn-Teller (JT)

e� ect occurs and expects to lower the symmetry from C3v to Cs. The de-

fect E level splits into A' and A” and thus spin singlet (S=0) obtains on the

system; The lower level of splits band (A' level) is occupied by two elec-
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trons, as Fig.4.1 shows. We analyze that the pairing distortion occurs in the

case of ZnO. The outward relaxation exists at the 4th atoms near vacancy

and the inward relaxation appears in the 1st and 3rd atoms: the atomic dis-

tance, ra0, become small than atomic distance, rb0, as is illustrated in Fig.

4.2. Table 4.1 shows the symmetry lowering atomic geometries.

A'
A''

C3v Cs

ZnO

O
Zn 4

3 2 1
v

O
Zn

2

4

3 1
v

E

Figure 4.1: Energy diagram of the C3v and Cs in the case of ZnO. The wavefunctions is
represented as red (blue) colors indicates positive (negative) amplitudes.

Based on a simpli�ed model, we here construct the wavefunctions to

understand the mechanism of lowering symmetry. The wavefunctions con-

sider by including the dangling bond orbitals, i, of the four near anions

(i=1-4) forming the tetrahedron; on the basal plane the three (i=1-3) anions

dangling bond orbitals are located and 4th anion is located at the top of the

tetrahedron (Fig.4.2). The E representation in the C3v symmetry belong the

two wavefunctions: 1 = 1p
6
(2' 2 � ' 1 � ' 3) and 2 = 1p

2
(' 1 � ' 3). Due to

the lowering symmetry to Cs,  1 and 2 belong to A' and A”, respectively

(Since' 4 belongs to A', it can be mixed with 1 but the mixing is found

to be very small as Fig. 4 shows). Since the lowering symmetry in ZnO

case is pairing distortions, we �nd that the A' level is lower than the A”

level because the small distance between 1st and 3rd atoms (Fig. 4.2). The

small splits between A' and A” is very small (0.01 meV). We con�rm this

energetical order by analyzing the wavefunctions obtained from the den-
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sity functional calculation (Fig. 4.1). Since the pairing case change the

geometries structures, the di� erence between ra0 and rb0 is only 7 � 10� 3

Å (Table 4.1). The outward relaxation is weak because the JT is found

to be very small. We also calculate and analyze the JT energy due to the

pairing distortion: By measuring the energy of the low spin (spin singlet)

C3v symmetry to the energy of the low spin (spin singlet) Cs symmetry.

We �nd that the JT energy in ZnO is small (� E1 = 0:01 eV), as is seen in

Table 4.1. Hence, the spin singlet Cs symmetry has 0.03 eV higher energy

than the spin triplet state of the C3v symmetry: we calculated as follow

� E2 = � Ep � � E1 = 0:03 eV (Table 4.1).

We study the lowering symmetry in BeO case and �nd that the depairing

case occurs: the atomic distance ra0 is larger than rb0 (Fig.4.2). The defect

E level splits into A' and A” as the same in ZnO case, but in depairing case

the A' level is found to be higher than A” level. The energy of the symme-

try lowering in depairing case BeO is very small (Table 4.1) and thus the

spin triplet state of the C3v symmetry is the most stable structure. In other

case (ZnS and CdS), the symmetry lowering is found to be unstable. We

conclude that the lowering symmetry in II-VI semiconductors is very weak

and thus the most stable structure is spin triplet state of the C3v symmetry.

Table 4.1: Calculated parameters of symmetry lowered atomic geometries. The atomic
distances ra0, rb0, rc0 and rd0 are de�ned in Figure 4.2.� E1 is the energy of the spin singlet
(doublet) C3v symmetry measured from the energy of the spin singlet (doublet) Cs sym-
metry in the case of II-VI (III-V) semiconductors.� E2 = � Ep � � E1 is the energy of the
spin singlet (doublet) Cs symmetry measured from the energy of the spin triplet (quartet)
C3v symmetry in the case of II-VI (III-V) semiconductors.

Systems type ra0 (Å) rb0 (Å) rc0 (Å) rd0 (Å) � E1 (eV) � E2 (eV)

VZn in ZnO pairing 3.635 3.642 3.603 3.605 0.01 0.03

VGa in GaN depairing 3.459 3.453 3.465 3.457 0.23 0.25

VAl in AlN depairing 3.550 3.549 3.482 3.481 < 0:01 0.83

VBe in BeO depairing 3.031 3.030 2.988 2.987 < 0:01 0.35
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Figure 4.2: Two kinds of symmetry lowering e� ect: (a) depairing and (b) pairing distor-
tions.

4.2 E� ect of Symmetry Lowering in III-V Semiconduc-

tors

The symmetry lowering in nitride semiconductors is also studied. As men-

tion in previous section, in nitrides case, three majority electrons occupy

the defect E and A1 levels and thus the spin state is quartet (S=3/2). By

analyzing of four-anion dangling model, we �nd that on the A1 level the

wavefunction is expressed as 3 = 1p
3+� 2

(' 1 + ' 2 + ' 3 � �' 4), where� is

a constant. As in the case of ZnO,the E level splits into A' ( 1) and A”

( 2) and A1 ( 3) becomes A' due to symmetry lowering from C3v to Cs.

In the case of GaN, we �nd that depairing distortion occurs based on the

result of the density functional calculation and this distortion makes the

A” level is lower than the A' level, as is seen in Fig. 4.3. The origin of

A' forms the A1 level in the C3v symmetry, which is this level has lower

energy than the above two levels. We limit our calculation within the spin

doublet (S=1/2) and �nd that two electrons occupy the A' level and a single

electron occupy in the A” level. The atomic distance between ra0 and rb0 is

found to be small (0.006 Å) as in the case of ZnO. The di� erence between
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rc0 and rd0 is 0.008 Åand this result is larger than that in ZnO case where in

the ZnO case the di� erence between rc0 and rd0 is 0.002 Å. (We de�nd the

rc0 and rd0 as in Fig. 4.2). The energy of the symmetry lowering (� E1) is

0.23 eV by measuring from the energy of the low spin (spin doublet) C3v

symmetry to the energy of the low spin (spin doublet) Cs symmetry. The

energy in GaN is larger than than in ZnO case which the energy in ZnO is

0.01 eV. We calculate the di� erence energy and �nd that the spin doublet

Cs state has 0.25 eV higher energy than that in the spin quartet C3v state.

In the GaN case, the spin quartet C3v is found to be stable state because the

spin-polarized energy (� Ep) is large (0.48 eV), as seen in Table 4.1. We

�nd that in the both case ZnO and GaN the energies (� E1) inducing by the

symmetry lowering and the values are found to be smaller than those of

the spin-polarized energies (� Ep). Therefore, the spin polarized C3v state

is the most stable state.
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GaN
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Ga
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Figure 4.3: Energy diagram of the C3v and Cs in the case of GaN. The wavefunctions is
represented as red (blue) colors indicates positive (negative) amplitudes.

We also study the symmetry lowering e� ect in other III-V semicon-
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ductors (BN, AlN, adn GaP). We �nd that the depairing distortion and the

energy of the symmetry lowering are very small in the case AlN (4.1). The

spin quartet state of C3v geometry has much lower energy than the spin

doublet state of the doublet Cs geometry, as in Table 4.1. In the III-V case,

we do not detect the pairing case as in the case of oxides. We study the

symmetry lowering in the BN and GaP case and �nd the unstable state.

We have studied the symmetry lowering e� ect in cation vacancies of

II-VI and III-V semiconductors and found that the symmetry lowering

e� ect is very small. We �nd two types of lowering symmetry: pairing

and depairing distortions, in which atomic distance between �rst and third

atoms in pairing distortion becoming close and vice versa, as is illus-

trated in Fig4.2[63]. The metastable or unstable state are found in the

spin singlet (doublet) Cs geometries and thus the most stable structures

in the case II-VI (III-V) semiconductors are triplet (quartet) C3v symme-

tries. Our result are in sharp contrast with the case of of silicon neutral

monovacancy[64, 65, 66]. In the Silicon monovacancy, the inward ralax-

ation occurs at the four nearest Si atoms and the interactions between Si

atoms become large. As a result, the spin singlet state become the most

stable state because the JT distortion inducing the bonding of the dangling

bonds.
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Conclusion

5.1 Summary

We have carried out spin-polarized DFT calculations of cation vacancies

in II-VI (oxides and sul�des) and III-V (nitrides and phosphides) wurtzite

structure semiconductors. The most stable structures in II-VI and III-V

semiconductors are C3v symmetries and are spin-polarized. The structures

are stable when thek-point is gradually increased since the bond angles

and bond lengths are well convergence We �nd that in II-VI semiconduc-

tors two majority (minority) spin electrons occupy (unoccupy) defect E

level lead to the magnetic moment 2� B. On the contrary, three majority

spin electrons occupy the defect E and A1 levels in III-V semiconductors

and three minority spin electrons unoccupy. In the case of oxides and ni-

trides semiconductors, the spin polarization energies are found to be larger

than other semiconductors: the semiconductors consisting of �rst-row an-

ions, i.e., oxygen and nitrogen atoms. This large spin polarization energies

are due to the atomic radii smaller than the other semiconductors cause te

large outward relaxation of atoms near vacancies. We have studied the pos-

sibility of the symmetry lowering distortion and found that the structures

shift to lower symmetries from C3v to Cs. We have found that two types

distortions due to lowering symmetry: pairing and depairing distortions.

These lowering symmetries are found to leads spin multiplicity and the en-

ergies are higher than the spin-polarized state. Therefore, we conclude that
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the spin-polarized C3v symmetry is the most stable structures.

5.2 Future Scope

We have studied the mechanism of spin-polarized in cation vacancies in II-

VI and III-V semiconductors based on density functional theory. We have

found that the most stable structures are spin-polarized C3v symmetry and

large spin-polarization energies are found in the oxides and nitrides semi-

conductors. Therefore, the best materials to use in ferromagnetic semicon-

ductors are expected from oxides and nitrides.

The antiferromagentics in wurtzite dilute magnetic semiconductors have

been observed. In the several cases, the antiferromagnetic states are the-

oretically studied by using two apart vacancies. The energy of antispin-

polarized is found to be small in the nitrides and oxides semiconductors

and the spin-polarized is found to be the most stable. We expect that the

distance of the two vacancies e� ects the polarization. When the distance

between the two vacancies is close, we expect that the possibility of the

ground state is the spin-polarized state. The antispin-polarized was study

by positron annihilation study and was existed in oxide cases[67, 68, 69,

70]. Study the antispin-polarized will support the understanding of polar-

ization in semiconductors.
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Appendix A

Character Tables

In Chapter 2 and 3, we mentioned the con�guration of a pristine and single

cation vacancy in II-VI and III-V semiconductors having the C6v and C3v,

respectively. We use group theory to analyze the symmetries. In this part,

we explain the symmetry and group theory. We use Mulliken symbol for

conventional irreducible representations.

Table A.1: Character table ofC6v. The form of pristine wurtzite isC6v symmetry.

C6v E 2C6 2C3 C2 3� v 3� d

A1 1 1 1 1 1 1

A2 1 1 1 1 -1 -1

B1 1 -1 1 -1 1 -1

B2 1 -1 1 -1 -1 1

E1 2 1 -1 -2 0 0

E2 2 -1 -1 2 0 0

Table A.2: Character table ofC3v symmetry. The form of a single vacancy in wurtzite is
C3v symmetry.

C3v E 2C3 3� v

A1 1 1 1

A2 1 1 -1

E 2 -1 0
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Appendix B

Wavefunctions

We model the wavefunctions of near four-anions (i=1-4) forming the tetra-

hedron by using simple model which includes dangling bond orbitals,' i.

Three (i=1-3) anions are located on the basal plane and the fourth atom is

located at the top of the tetrahedron, as is seen in Fig.2.4. The wavefunc-

tions are analyzed at the� point at the �rst Brillouin zone.

We �rst construct the character table ofC3v as the Table B.1 and illus-

trate the four-anions near vacancy as the Fig.B.1. We symbolize the four-

anions as: Three anions (a1; a2; a3) and fourth anions (a4), respectively.

C3v have two three symmetry operation (rotation by� and 2� ). C3 andC2
3

are rotation under� and 2� , respectively.� vi is re�ection in a vertical plane

andC3v have three re�ections as� v1, � v2 and� v3, respectively.

First, leta1; a2; a3 as a identity E, as Table B.1 shows. We �rst consider

a1. We rotatea1 by � (C3) and �nd a1 becomea2, as is shown in Table B.1.

We rotate againa1 by 2� (C2
3) and geta1 becomea3. The vertical re�ection

of a1 to the� v1 is a1 itself, so we geta1. The re�ection of� v2 and� v3 are

a2 anda3, respectively, as is seen in Table B.1. Then, we multiplya1 by

the irreducible representation ofA1 in C3v and the result are added to get

the wavefunction ofA1, as follow:

A1 = a1 + a2 + a3 + a1 + a2 + a3

= 2a1 + 2a2 + 2a3

A1 = a1 + a2 + a3; (B.1)
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Table B.1: Character table ofC3v symmetry. The form of a single vacancy in wurtzite is
C3v symmetry.

C3v E C3 C2
3 � v1 � v2 � v3

A1 1 1 1 1 1 1

A2 1 1 1 -1 -1 -1

E 2 -1 -1 0 0 0

a1 a1 a2 a3 a1 a2 a3

a2 a2 a3 a1 a3 a1 a2

a3 a3 a1 a2 a2 a3 a1

Figure B.1: Illustration of bond inC3v. � x represents the mirror translation.

We do the same witha2 anda3, as in Table B.1. Since the irreducible

representation E has two kinds of the wavefunction, we construct the wave-

function by solving two equations. The �rst wavefunction is froma2, the

direct multiply by the irreducible representation of E, as follow:

E = 2a2 � a3 � a1; (B.2)

The second wavefunction is by solvinga1 anda3 and we get :

E = a1 � a3: (B.3)

The above solution is to construct the wavefunctions ofA1 and E, then
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we can get the dangling bond orbitals,' i, by changing thea1; a2; a3 to

' 1; ' 2; ' 3. We consider the wavefunctions in three atoms: 1 = 1p
6
(2' 2 �

' 1 � ' 3) and  2 = 1p
2
(' 1 � ' 3). Three atoms and fourth atoms: 3 =

1p
3+� 2

(' 1 + ' 2 + ' 3 � �' 4).
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