Classification of clouds in the Japan Sea area
using NOAA AVHRR satellite images and
self-organizing map
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Abstract—This paper introduces a method for cloud classifica-
tion using NOAA AVHRR satellite images. AVHRR (Advanced
Very High Resolution Radiometer) data consists of five-channel
multi-spectral images. To reduce the dimensionality of the data,
principal component analysis (PCA) is calculated for each chan-
nel separately. The most significant principal component values
are then composed into an image feature vector. Finally, the
feature vectors are clustered using self-organizing map (SOM).
This method is applied for the study of winter season clouds in
the Japan Sea area.

Index Terms—Satellite images, AVHRR, principal component
analysis, self-organizing map, image clustering

I. INTRODUCTION

Since the utilization of man-made satellites the amount
of available satellite image data has been increasing rapidly.
Therefore it has become necessary to develop un-supervised
data-mining techniques to handle the ever growing databases.
In this paper, we a propose a novel self-organizing map (SOM)
based clustering method and show that it has the ability to
distinguish seasonal variance within the satellite data.

Satellite image clustering has been used as a part of classifi-
cation [1] and time-series prediction tasks [2]. It also provides
a researcher a means to quickly gain a better insight to the data
without the need to actually browse thought the entire dataset.
There exist many good un-supervised clustering algorithms
such as k-NN, fuzzy clustering and genetic algorithms [3].
However, since 1980s Kohonen’s self-organizing map [4] has
become a popular method due to its robustness and good
ability to generalize.

Generally speaking, in order to develop a successful satellite
image clustering method, one needs to tackle with the problem
of feature extraction. It is necessary to reduce dimensionality;
the shorter the feature vector, the easier the clustering phase
becomes. But discovering a vector that can express the desired
features of the data in compact form is often very difficult. We
propose that multispectral principal component analysis (PCA)
can satisfy both of these goals.

II. NOAA AVHRR SATELLITE IMAGE DATA

AVHRR multi-spectral images consist of five channels
ranging from visible light wavelengths to thermal infrared
[5]. Spatial resolution is 1.09 km. The channel bandwidths
are shown in Table I. AVHRR data is well suited for sea

TABLE I
SENSOR BANDWIDTHS FOR NOAA AVHRR CHANNELS. THE CHANNEL 3
HAS TWO OPTIONAL WAVELENGTHS, ALTHOUGH CHANNEL 3A IS
AVAILABLE ONLY IN SATELLITES NOAAI15, 16 AND 17 [5]. IN THIS
STUDY, ONLY 3B DATA IS UTILIZED

Channel | Bandwidth (um)
1 0.58 - 0.68 Visible
2 0.725 - 1.10 Near IR
3a 1.68 - 1.64 Mid IR
3b 3.55-393 Thermal IR
10.3 - 11.3 Thermal IR
5 11.5- 125 Thermal IR

IR: Infrared

surface temperature measurement, cloud detection and water-
land border detection.

The satellite images are acquired from the Japan Image
Database (JAIDAS) of Tohoku University [6]. It consists of
daily AVHRR images of northern Japan area. The size of each
image is 512x512 pixels for all the channels. An example
image is presented in Fig. 1. For this study, images between
years 2001 and 2005 are used. After removing corrupted or
partial images, the dataset consists of total 1276 images. To
concentrate on studying clouds in the Japan Sea area, a fixed
window of size 128x96 pixels is used. The window is shown
in Fig. 1.

III. METHOD FOR SATELLITE IMAGE CLUSTERING

Fig. 2 shows the diagram of satellite image clustering.
Firstly, in order to emphasize cloud features the difference
signal between channels 3b and 4 (denoted as D34) as well
as channels 4 and 5 (D45) are computed. These signals have
been successfully used for cloud detection [7] [8]. The D34
image emphasizes most typical clouds while the D45 signal
can be used to detect optically thin cirrus clouds.

A. Feature Vector

Because the data set consists of five channel images of con-
siderable size, it is essential to reduce the data dimensionality
before clustering. For this purpose PCA is calculated for all
channels and the difference images separately. Fig. 3 shows an
example of the first 30 PCA eigenimages for channel 2. The



Fig. 1. An example of JAIDAS channel 2 image with the applied window.
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Fig. 2. The diagram of satellite image clustering.
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Fig. 3. First 30 eigenimages of AVHRR channel 2. Ordered from upper-left
to right. High-frequency content is coded by the higher PCA components.

advantage of using separate PCAs is that the multispectral
nature of the data can be preserved during the dimensionality
reduction.

A combination of the obtained PCA parameters is then
stored into a feature vector t;. Finally, the set of feature vectors
is used as a training set for the SOM.

As a feature vector in this study, several different combi-
nations of the principal components were experimented. The
best performance was obtained by using vectors

ti = [PCAT™ (xi),

PCAP3(x;), PCAPS(x,)],

i.e. the first principal component for channel 2 and difference
images D34 and D45, respectively. The performance of each

Fig. 4. SOM: hexagonal grid and toroidal map topology.

combination was evaluated by visually examining how well
the SOM is able to separate summer and winter images.

B. SOM Parameters

The self-organizing map [4] is a unsupervised learning
algorithm based on neural networks. A SOM consists of a set
of neurons arranged in some topological map. Fig. 4 shows
hexagonal grid and toroidal map topology. Each neuron j has
a codebook vector w; which lies in the same space as the
training examples t;.

The training data t; is presented to the SOM several times
in random order and the codebooks are updated recursively:

Vi wj :wj—i—n-e‘"'N(MO)(ti—wj),

Jo = {J| lwj—ti| < |wp—ti|, k#j},
where jo stands for the winning neuron, N (j, jo) is a distance
metric in the map topology, 77 is a learning parameter and o is a
width parameter for the Gaussian function. During the training,
both the learning rate parameter and the Gaussian width
parameter are decreased to ensure convergence. A receptive
field of a neuron is defined as

Rj = {t;| |wj—ti| < |wr—t|, k#J}

and it contains all the training vectors in the proximity of the
codebook w;.

Several different setups of SOM were experimented. The
best performance was obtained using a 6-by-8 SOM with
sequential training algorithm. A toroidal map topology seemed
to give slightly better results in comparison to normal hexag-
onal grid. Again, the performance was evaluated by visually
examining the SOM clusters.

IV. RESULTS

Fig. 5 shows the result of trained SOM. In order to evaluate
how well the SOM can distinguish different seasons the images
were separated into 12 bins according to the month when the
image was taken. Fig. 6 shows these monthly histograms for
each receptive field of the SOM. As one can easily observe,
the SOM is able to separate seasonal variance, because there
are some receptive fields that contain only winter or summer
season images. And what is more, the winter season neurons
seem to be concentrated in the lower left side of the SOM.

Fig. 7 shows all the images belonging to the receptive field
of the neuron 36 (See Fig. 6). All of these images are typical
daytime winter images. A larger version of one of the images
is presented in Fig. 8. The narrow convective clouds, also
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Fig. 5. The result of trained SOM.
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Fig. 6. Monthly image histograms of the SOM. The bins are arranged from
January to December, starting from left. Vertical axis ranges from O to 15.
Some bins contain more than 15 images.
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Fig. 7. An example of a winter node. All the images belonging to the
receptive field of SOM node 36. The dates of each image are shown in format
day.month.year. Channel 2.

known as snow bands [9], are clearly visible. The fact that
the convective snow clouds are concentrated on certain areas
of the SOM is very interesting because these clouds are known
to cause heavy snowfall, which is characteristic of the winter
in the Japan Sea area.

The amount of snow band images was high for other winter
season neurons as well. For the framed neurons in Fig. 6,
roughly 50 per cent or more of the images contained snow
bands. To point out some characteristics of other neurons,
neuron 43 seems to contain partial cloudy daytime images.

Fig. 8. An example of typical winter clouds (18th December 2005). The
band-like convective snow clouds are clearly visible. Channel 2.
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Fig. 9.  An example of a summer node. All the images belonging to the
receptive field of SOM node 14. Channel 2.

Snow band ratio was approximately 60 per cent. Neuron 45,
on the other hand, contains a total 54 fully or partially cloudy
night time images. In this case the snow band ratio was 75
per cent.

For reference, the images of a typical summer neuron 14
are also plotted in Fig. 9. The difference between the cloud
types is clear when comparing to Fig. 7.



V. CONCLUSIONS

We have introduced a novel method for satellite image
clustering. The results show that by using a suitable feature
vector SOM is able to distinguish seasonal variance within the
data acquired in the Japan Sea area. What is more, there exist
clear clusters that contain typical snow band images.

In future, the SOM clustering involves several parameters
that could be tuned for better performance. Also, the obtained
results should be analyzed more thoroughly based on the
physical properties of clouds.
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