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Abstract: In this paper, we consider a decentralized control problem for suppressing the traffic
jam in a cyclic traffic flow. In recent years, to explain the mechanism that causes the traffic
jam, several experiments have been done for multiple vehicles on the circle. The traffic jam can
be explained by the so-called optimal velocity model, the optimal velocity function which is a
nonlinear function of the headway of the preceding vehicle and describes driver’s characteristics.
In this paper, we apply washout control to suppress the traffic jam in a cyclic traffic flow not to
disturb driver’s characteristics. Then, we show a method to select parameters to keep stability of
the closed-loop system. We find that our proposed method for selecting parameters is better than
the conservative method using the small gain theorem. In addition, we illustrate the effectiveness
with several simulations.
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1. INTRODUCTION

The traffic jam daily occurs which yields a loss by in-
creasing traffic-transportation time and it makes driver ex-
hausting. Hence, control systems which can track following
vehicle’s velocity rapidly are required for suppressing the
traffic jam. By using such control systems, we expect to
achieve not only smooth traffic flow but also energy-saving
and support driver.

It is shown that a washout control method (Takimoto,
Yamamoto, and Oku (2008)) can suppress the traffic jam
phenomenon in the unidirectional optimal velocity model
(Yamamoto and Sakaguchi (2009)). On the other hand,
to explain the mechanisms that cause the traffic jam,
experiments have been run multiple vehicles on the circle
(Sugiyama et al. (2008)). Although such a cyclic traffic flow
has an uncontrollable zero eigenvalue themselves, in this
paper, we show that the cyclic traffic flow is controllable.
In addition, we apply washout control which can stabilize
traffic flow and show that washout control is useful to
suppress the traffic jam.

This paper is organized as follows. Section 2 explains the
optimal velocity model and its dynamics. In addition, we
derive a linearized system of the optimal velocity model
for analyzing the control systems. In Section 3, we describe
washout control which is applied to the suppression of the
traffic jam. In Section 4, we briefly review a small gain
stability condition in terms of parameters of washout con-
troller. In Section 5, we derive another stability condition
of the closed-loop system together with showing that the
A-matrix of the closed-loop system necessarily has a zero

eigenvalue, and its right eigenvector is restricted to be
a zero vector. In Section 6, by comparing the proposed
method with a previous small gain based method, our
proposed method is more useful to suppress the traffic jam
in a cyclic traffic flow. Finally, conclusions are presented
in Section 7.

2. OPTIMAL VELOCITY MODEL

We consider N vehicles run on a circle with radius r in a
counterclockwise direction (Fig. 1). We denote the phase
angle of the ith vehicle by θi(t). And we denote the relative
angle between (i − 1)th and ith vehicles by φi(t), which
described as

φi(t) = θi−1(t) − θi(t),
where

φ1(t) = θN (t) − θ1(t) + 2π.

In addition, we denote the yi(t) is the headway distance
between (i − 1)th and ith vehicles, which described as

yi(t) = rφi(t).
All vehicles are modeled as

Fig. 1. A cyclic traffic flow model.
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Fig. 2. The optimal velocity function v = F (y) which is
used in this paper (b = 5, c = 5, y∗ = 15){

v̇i(t) = a {F (yi(t)) − vi(t)} + ui(t)
ẏi(t) = vi−1(t) − vi(t),

(1)

where vi(t) is the velocity of ith vehicles, a is the sensitivity
of a driver, ui(t) is the control input. The optimal velocity
function F (yi(t)) is assumed to be described as

F (yi(t)) = b

{
tanh

(
yi(t) − y∗

c

)
+ tanh

(
y∗

c

)}
, (2)

where b, c, and y∗ are parameters which we tune the
optimal velocity. This function is illustrated in Fig. 2. It
is also assumed that when all vehicles run with u ≡ 0, (1)
has an equilibrium state

[v∗i y∗
i ] =

[
b tanh

(
y∗

c

)
y∗

]
. (3)

Defining small deviations from the equilibrium as
v̄i(t) := vi(t) − v∗

i ,

ȳi(t) := yi(t) − y∗
i ,

we obtain the linearized dynamics of the vehicle system
(1) around the equilibrium state (3) as{

˙̄vi(t) = a{Λȳi(t) − v̄i(t)} + ui(t)
˙̄yi(t) = v̄i−1(t) − v̄i(t),

where

Λ :=
∂F (y)

∂y

∣∣∣∣
y=y∗

is the first derivative of the optimal velocity function at
y = y∗. Here, note that the sum of the headway distance
is equal to the circumference in a cyclic traffic flow, i.e.,

N∑
i=1

y∗
i = 2πr. (4)

In addition, from (4) we can derive following constraint
conditions

N∑
i=1

yi(t) = 2πr,

N∑
i=1

{ȳi(t) + y∗
i } = 2πr,

N∑
i=1

ȳi(t) = 0. (5)

By choosing the state vector as

w̄i =
[
v̄i(t)
ȳi(t)

]
,

G(s)

H(s)

G(s)

vi-1vi

uiyi

Fig. 3. The ith controlled vehicle with the washout con-
troller H(s).

a state space realization is given by
˙̄wi =

[
−a aΛ
−1 0

]
w̄i +

[
0
1

]
v̄i−1 +

[
1
0

]
ūi

v̄i = [1 0] w̄i

ȳi = [0 1] w̄i.

(6)

From (6), we can derive the transfer function G(s) from[
v̄i−1(t)
ūi(t)

]
to

[
v̄i(t)
ȳi(t)

]
as

G(s) =
1

s2 + as + aΛ

[
aΛ s

s + a −1

]
. (7)

3. WASHOUT CONTROL

In the optimal velocity traffic model, driver’s intention is
expressed by F (y). In general, it is difficult to exactly
describe it. Hence, there exists uncertainty in F (y) and
y∗. Furthermore, v∗

i and y∗
i may be different from driver’s

intention. If we use v∗
i and y∗

i as a reference input to
stabilize the system, it would be inconsistent with driver’s
intention. It is known that washout control can stabilize
the equilibrium point without using it as a reference
input (Takimoto, Yamamoto, and Oku (2008)). A washout
controller for the ith vehicle is given by{

ξ̇i(t) = αξi(t) + βyi(t)
ui(t) = αξi(t) + βyi(t)

. (8)

where parameters α and β are chosen to suppress the
traffic jam. Then, we can derive the transfer function H(s)
from yi(t) to ui(t) as

H(s) = α(s − α)−1β + β =
βs

s − α
.

When we use (8) for (7), we have the transfer function
Ḡ(s) from v̄i−1 to v̄i as

Ḡ(s) =
(aΛ + β)s − aΛα

s3 + (a − α)s2 + (aΛ + β − aα)s − aΛα
,

=
n1s + n2

s3 + d1s2 + d2s + d3
,

where
d1 = a − α,

d2 = aΛ + β − aα,

d3 = −aΛα,

n1 = aΛ + β,

n2 = d3.

Fig. 3 represents the block diagram of the ith controlled
vehicle with a washout controller (8).
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Fig. 4. The closed-loop system.

4. SMALL GAIN CONDITION

Then, the region Ω1 for parameters α and β such that Ḡ(s)
is stable can be derived as

Ω1 := {(α, β)| α < 0, d2 > 0, d1d2 − d3 > 0}
by using the Routh stability criterion. Here, Fig. 4 shows
that the closed-loop system. The velocity v̄i is described
as

vi =
{
Ḡ(s)

}N
vi.

Hence, if ∥Ḡ(s)∥∞ ≤ 1, the velocity v̄i cannot diverge
from the velocity of equilibrium state v∗

i even if the
number of vehicles increases. Additionally, the region Ω2

for parameters α and β such that ∥Ḡ(s)∥∞ ≤ 1 is derived
as

Ω2 := A ∩ (B ∪ C ∪ D),
where

A = {(α, β)| ζ > 0} ,

B = {(α, β)| η > 0} ,

C =
{
(α, β)| η2 − 4ζ < 0

}
,

D =
{
(α, β)| η2 − 3ζ < 0

}
,

ζ = d2
2 − 2d1d3 − n2

2,

η = d1
2 − 2d2.

Hence, the intersection Ω1 ∩ Ω2 where gives parameters
suppressing traffic jam is illustrated as in Fig. 5. We used
parameters a = 1.0 and Λ = 1.0 to draw Fig. 5.
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Fig. 5. The region Ω1 ∩ Ω2 of the controller parameters α
and β.

5. DETAILED ANALYSIS OF THE CLOSED-LOOP

When each vehicle is controlled by the washout controller,
the closed-loop system can be described as

ẋ = Ax, (9)
where

x =

 x1

...
xN

 ∈ R3N , xi =

 v̄i

ȳi

ξ̄i

 ∈ R3, (10)

A =


A∗ 0 · · · 0 B∗

B∗ A∗ 0 · · · 0

0
. . . . . . . . .

...
...

. . . . . . . . . 0
0 · · · 0 B∗ A∗

 ∈ R3N×3N , (11)

A∗ =

[−a aΛ + β α
−1 0 0
0 β α

]
, B∗ =

[ 0 0 0
1 0 0
0 0 0

]
. (12)

Theorem 1. The eigenvalues of (11) are roots of

D(s)N − S12(s)N , (13)
where

D(s) = s3 + (a − α)s2 + (aΛ + β − aα)s − aΛα,

S12(s) = (aΛ + β)s − aΛα.

Proof.
|sI − A|

=

∣∣∣∣∣∣∣∣∣∣∣

sI − A∗ 0 · · · 0 −B∗

−B∗ sI − A∗ 0 · · · 0

0
. . . . . . . . .

...
...

. . . . . . . . . 0
0 · · · 0 −B∗ sI − A∗

∣∣∣∣∣∣∣∣∣∣∣
= |sI − A∗|

∣∣∣∣∣∣∣∣∣


sI − A∗ 0 · · · 0

−B∗ . . . . . .
...

. . . . . . 0
0 −B∗ sI − A∗



−


−B∗

0
...
0

 (sI − A∗)−1 [ 0 · · · 0 −B∗ ]

∣∣∣∣∣∣∣∣
= |sI − A∗|N−1

×
∣∣∣∣(sI − A∗) −

{
B∗ (sI − A∗)−1

}N−1

B∗
∣∣∣∣

= |sI − A∗|N

×
∣∣∣∣I − (sI − A∗)−1

{
B∗ (sI − A∗)−1

}N−1

B∗
∣∣∣∣

= |sI − A∗|N
∣∣∣∣I −

{
(sI − A∗)−1

B∗
}N

∣∣∣∣ (14)

where

(sI − A∗)−1 =
1

D(s)

[
S11(s) S12(s) S13(s)
S21(s) S22(s) S23(s)
S31(s) S32(s) S33(s)

]



S11(s) = s(s − α),
S12(s) = (aΛ + β)s − aΛα,

S13(s) = αs,

S21(s) = −(s − α),
S22(s) = s − α,

S23(s) = −α,

S31(s) = −β,

S32(s) = β(s + a),
S33(s) = s(s + a) + (aΛ + β).

Furthermore, a determinant calculation from (14) to (15)
is shown as follows.∣∣∣∣I −

{
(sI − A∗)−1

B∗
}N

∣∣∣∣
=

∣∣∣∣∣∣I −

{
1

D(s)

[
S11(s) S12(s) S13(s)
S21(s) S22(s) S23(s)
S31(s) S32(s) S33(s)

] [ 0 0 0
1 0 0
0 0 0

]}N
∣∣∣∣∣∣

=

∣∣∣∣∣∣I −

{
1

D(s)

[
S12(s) 0 0
S22(s) 0 0
S32(s) 0 0

]}N
∣∣∣∣∣∣

=

∣∣∣∣∣∣I − 1
D(s)N

 S12(s)N 0 0
S22(s)S12(s)N−1 0 0
S32(s)S12(s)N−1 0 0

∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣

1 −
{

S12(s)
D(s)

}N

0 0

−S22(s)S12(s)N−1

D(s)N
1 0

−S32(s)S12(s)N−1

D(s)N
0 1

∣∣∣∣∣∣∣∣∣∣∣∣
.

Thus,

|sI − A| = |sI − A∗|N

∣∣∣∣∣∣∣∣∣∣∣∣

1 −
{

S12(s)
D(s)

}N

0 0

−S22(s)S12(s)N−1

D(s)N
1 0

−S32(s)S12(s)N−1

D(s)N
0 1

∣∣∣∣∣∣∣∣∣∣∣∣
(15)

= |sI − A∗|N
[
1 −

{
S12(s)
D(s)

}N
]

= D(s)N − S12(s)N .

2

Corollary 2. The system (9) necessarily has one zero
eigenvalue. In addition, the right eigenvector associated
with the zero eigenvalue is a zero vector.

Proof. Assigning (13) to s = 0,

D(0)N − S12(0)N = (−aΛα)N − (−aΛα)N = 0.

Hence, the A-matrix has at least one zero eigenvalue. A
right eigenvector associated with the zero eigenvalue of
the A-matrix is described as

x̄R =

x̄r

...
x̄r

 ∈ R3N , x̄r =

[−Λαγ
−αγ
βγ

]
∈ R3 (γ is const.).

(16)

i.e., when x = x̄R, ẋ = 0. Hence, from (10) and (16)
N∑

i=1

ȳi = −αNγ. (17)

However, it follows from the constraint condition (5) that
γ = 0. Hence, when ẋ = 0, the state x must be

x = 0.

2

In general, when the A-matrix has at least one zero eigen-
value, the system is unstable. However, a right eigenvector
associated with the zero eigenvalue of the A-matrix implies
an equilibrium state from Corollary 2, because a cyclic
traffic flow has the constraint condition (5). Thus, it is
sufficient for the closed-loop system (9) to be stable that
all A-matrix’s eigenvalues except for zero eigenvalues are
stable. Next corollary gives us a condition of parameters
α and β such that the closed-loop system is stable.
Corollary 3. Parameters α and β such that the eigenvalues
of the A-matrix of the closed-loop system are stable can
be determined by the following polynomials.

(i) When N is odd (N = 2n + 1),

Fo(s) =
n∏

i=1

Vi(s).

(ii) When N is even (N = 2n),

Fe(s) = (D(s) + S12(s))
n−1∏
i=1

Vi(s),

where

Vi(s) = D(s)2 − 2D(s)S12(s) cos
(

2π

N
i

)
+ S12(s)2.

Proof. When we factorize (13), we have to consider
whether the number of vehicle N is odd or even. When
N = 2n + 1,

D(s)2n+1 − S12(s)2n+1 = (D(s) − S12(s)) Fo(s).
On the other hand, when N = 2n,

D(s)2n − S12(s)2n = (D(s) − S12(s)) Fe(s).

2

The region of parameters α and β for closed-loop stability
can be shown in Fig. 6 and Fig. 7. To draw them, we used
parameters a = 1.0 and Λ = 1.0.

6. COMPARISON WITH A PREVIOUS METHOD

When N = 20, we compare the region for parameters α
and β such that the closed-loop system is stable (Fig. 7)
with the region Ω1∩Ω2 (Fig. 5) and the result is illustrated
in Fig. 8. Fig. 8 is a superimposed figure Fig. 5 on Fig. 7.
Fig. 9, Fig. 10 and Fig. 11 are close-ups of Fig. 8. Red
circles show the parameters α and β which form the region
Ω1 ∩ Ω2. Green christcrosses show the parameters α and
β which imply the region such that closed-loop system is
stable at N = 20. It can be seen from Fig. 9, Fig. 10 and
Fig. 11 that the region is expanded.

Fig. 12 and Fig. 13 are the space-time plots of the distance
y1(t) − yi(t) from t = 100 to 300 for all vehicles using the
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Fig. 6. Stability region when the number of vehicles N = 6.
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Fig. 7. Stability region when the number of vehicles N =
20.
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Fig. 8. A comparison of Fig. 5 and Fig. 7.

parameters α and β which we select from the expanded
stability region. We find no traffic jam in the simulation
from Fig. 12 and Fig. 13. Hence, by comparing with the
previous method based on the small gain theorem, the
proposed method is more useful to suppress the traffic jam
in the cyclic traffic flow.
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Fig. 9. Close-up of the left lower area of Fig. 8.
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Fig. 10. Close-up of the right lower area of Fig. 8.
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Fig. 11. Close-up of the right upper area of Fig. 8.

7. CONCLUSION

In this paper, we applied washout control to suppress
the traffic jam in the cyclic traffic flow. In addition, we
showed that the numerical simulations which illustrate the
effectiveness of the proposed method. By comparing the
proposed method with a conservative method based on the



0 100 200 300
100

150

200

250

300

y1(t)− yi(t) [m]

ti
m

e
[s

]

Fig. 12. Space-time plot by using control with α = −8 and
β = 4.
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Fig. 13. Space-time plot by using control with α = −4 and
β = 2.

small gain theorem, it is realized that we obtain a much
precise stability region.
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